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Introduction

This contribution provides data delivery optimization scenario using radio network information for the “oneM2M optimization scenarios” clause of TR-0052.

R01 contains editorial corrections
R02 updates to show two alternatives (3GPP T8 interface and ETSI MEC RNIS API) and adds a co-signer.
---------------------- Start of change 1-------------------------------------------

7 oneM2M Architectural Framework 

Editor’s Note: The section provides an analysis of the oneM2M architectural framework needed for employing Edge and Fog technologies in oneM2M. It also includes descriptions of the optimizations which Edge and Fog Computing are expected to provide to oneM2M implementations.
7.1 Introduction

Editor’s Note: This section provides an introduction to the framework developed for employing Edge and Fog technologies in oneM2M. Key terminology should be formalized for use in all subsequent sections.
7.2 oneM2M Platform Optimization Scenarios

Editor’s Note: This section provides scenarios where Edge and Fog technologies are sought to bring optimizations to oneM2M platform implementations. It is recommended that each scenario is used to derive one or more Key Issues.
7.2.1 Scenario 1: Data delivery optimization using radio network information
The scenario introduces Data delivery optimization of 3GPP services based on providing radio network related information to Fog or Cloudlet (e.g. ETSI MEC Mobile Edge Host) Nodes. This enables adjustment of data transmission rates for individual 3GPP devices based on radio network congestion levels, as well as the service subscription levels of each device.
Figure 7.2.1-1 illustrates the scenario of data delivery optimization. A Fog (or Cloudlet) Node retrieves the radio network information from the 3GPP Core Network. The figure shows two alternatives using the dotted lines: the 3GPP T8 interface or ETSI MEC RNI service calls. These alternatives seek to allow for optimization of 4G (or 5G) 3GPP services using service exposure currently for further study in 3GPP and to allow for possible use of ETSI ISG MEC specifications. Note that deployments with local breakout may allow for the RNI service to interact directly with eNBs, therefore bypassing the Core Network (see ETSI White Paper “MEC Deployments in 4G and Evolution Towards 5G” [i.30]).
The Local Video Server is collocated with the Fog Node, for example in the SGi-LAN Mobile Operator domain offering value-add services. The Video Server has the capability to provide video data with 2 different resolutions: high-quality video (e.g. Ultra High Definition) and low-quality video (e.g. Standard Definition) in order to provide appropriate data according to congestion level of the radio network. 
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Figure 7.2.1-1: Scenario of data delivery optimization
The scenario uses two prioritized devices as shown in Table 7.2.1-1 which, in this case, receive services in same eNB area. UE1 has a high-priority category and UE2 has a low-priority category based on QCI [i.a]. Although each device retrieves same video data, there are many devices in the eNB area and it is difficult to allocate the required bandwidth data for all the devices. Thus, the Fog Node needs to assist in allocating appropriate video quality to each device according to QCI [i.a] as well as the eNB congestion level. 
Table 7.2.1-1: Standardized QCI characteristics for devices
	Device
	QCI [i.a]

	
	QCI
Value
	Resource Type
	Priority Level
	Packet Delay Budget
	Packet Error Loss Rate
	Example Services

	UE 1
	4
	GBR
	5
	300ms
	10-6
	Non-Conversational Video (Buffered Streaming)

	UE 2
	8
	Non-GBR
	8
	300ms
	10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)



This general procedure for optimizing the platform is based on the Fog Node retrieving radio network related information and determining appropriate video quality levels for each device based on QCI and congestion and providing them for enforcement by the Local Video Server. Figure 7.2.1-2 illustrates this procedure. 
Note that this is an informative figure for a procedure that seeks to allow for optimization of 3GPP services using service exposure under development and/or for the use of 
ETSI ISG MEC specifications.  
NOTE: The mapping of oneM2M Nodes in Figure 7.2.1-2 is shown for study of future oneM2M implementation options.
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Figure 7.2.1-2:  Optimization procedure using radio network congestion information
Step 1a, b: UE 1 and UE2 send video data requests to the Cloud Node. 
The UEs are part of a Fog deployment which includes a Fog Node which has access to radio network information and can communicate with the Local Video Server.

Step 2: The Cloud Node requests management of Video service based on congestion levels.
After reception of the requests, the Cloud Node checks the location of the UEs, and selects the appropriate Fog Node. Then the Cloud Node requests management of the video service quality based on radio network congestion levels affecting the UEs.



	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	


Step 3: The Fog Node requests radio network status information 
The Fog Node sends a request for radio network congestion status information. The communication procedure with the EPC is currently FFS. In some deployment scenarios, the Fog Node may be an ETSI MEC Mobile Edge Host collocated and communicating directly with eNB 1 using local breakout.

Step 4: The Fog Node receives response containing radio network congestion status information.
The EPC (or eNB 1 for local breakout deployments) responds with the status information requested. For example, the congestion level might be indicated by the number of E-RAB active (e.g. MEC RNIS API [i.11]) or Network Status Report (over T8). The communication procedure with the EPC is currently FFS.





	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	




	
	
	
	

	
	
	
	

	
	
	
	


	
	
	
	


	
	
	
	


	
	
	
	


	
	
	
	


	
	
	
	



Step 5: The Fog Node analyzes the congestion level and determines the appropriate video quality for each UE.
The Fog Node uses the QCI levels, as well as the information about the radio network congestion, to determine the appropriate video quality for each UE. In this scenario, we assume a high congestion level and that the QCI value of UE 1 is higher than that of UE 2. In this case, the Fog Node assigns the high quality video data to UE 1 and the low quality video data to UE 2.
Step 6: The Fog Node sends a request for video delivery with the determined quality.
The Fog Node sends a request to the Local Video Server as follows:
· UE1: High quality video data
· UE2: Low quality video data
Steps 7a, b: The Local Video Server delivers video data with appropriate quality to each UE.
The Local Video Server delivers high quality video data to UE 1

 and low quality video data to UE 2.
-----------------------End of Change 1 ---------------------------------------------

-----------------------Start of Change 2 ---------------------------------------------
2.2   
Informative references

Clause 2.2 shall only contain informative references which are cited in the document itself.
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.

 [i.a]
3GPP TS23.203: “Policy and charging control architecture”. 
 


[i.11]


ETSI GS MEC 012 (V1.1.1): “Mobile Edge Computing (MEC); Radio Network Information API”. 
[i.30]
MEC Deployments in 4G and Evolution Towards 5G.
(http://www.etsi.org/images/files/ETSIWhitePapers/etsi_wp24_MEC_deployment_in_4G_5G_FINAL.pdf)


-----------------------End of Change 2 ---------------------------------------------
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