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Introduction

This contribution provides Data transfer optimization scenario using location/QoS information for the “oneM2M optimization scenarios” clause of TR-0052.
---------------------- Start of change 1-------------------------------------------

7 oneM2M Architectural Framework 

Editor’s Note: The section provides an analysis of the oneM2M architectural framework needed for employing Edge and Fog technologies in oneM2M. It also includes descriptions of the optimizations which Edge and Fog Computing are expected to provide to oneM2M implementations.
7.1 Introduction

Editor’s Note: This section provides an introduction to the framework developed for employing Edge and Fog technologies in oneM2M. Key terminology should be formalized for use in all subsequent sections.

7.2 oneM2M Platform Optimization Scenarios

Editor’s Note: This section provides scenarios where Edge and Fog technologies are sought to bring optimizations to oneM2M platform implementations. It is recommended that each scenario is used to derive one or more Key Issues.
7.2.2 Scenario 2: Data transfer optimization scenario using location/QoS information

7.2.2.1 Introduction
The scenario introduces vehicular data transfer optimization of 3GPP services based on providing location information and QoS information to Fog or Cloudlet (e.g. ETSI MEC Mobile Edge Host) Nodes. This enables adjustment of data transmission for individual 3GPP devices based on congestion levels of each location.

Figure 7.2.2.1-1 illustrates the scenario of vehicular data transfer optimization. Vehicles transfer their collected data to local Fog Node based on the data type, the time period and/or the traffic volume allocated by the Fog Node. In order to optimize the data transfer, the Fog Node collects the list of UEs active in each area and analyzes the congestion level in time series.

In this scenario, vehicular data is categorized as road map data and in-vehicle data, used by a road map service provider and a vehicular service provider respectively. The road map data are collected by vehicle on-board cameras/sensors and surveillance cameras (e.g. video camera, radar, LIDAR, GPS). Those cameras/sensors collect surrounding data periodically and send them to local Fog Node. However, the collected data cause huge traffic volumes and might not be required to support low-latency communication. Thus, the road map data indicate a low-priority category for data transfer. On the other hand, in-vehicle data contain vehicular state (e.g. fuel state, battery charging alert, warning of oil pressure, current mileage count) and might be required to support low-latency communication. Therefore, the in-vehicle data indicate a high-priority category for data transfer.

The scenario intends to mitigate the burdens on Cloud Node and optimise data transfer by moving processing to the Fog Node and leveraging the capabilities of 3GPP Core Network. As a result, Network/System operator can offer value-added services to Service provider.
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Figure 7.2.2.1-1: Scenario of vehicular data transfer optimization

Figure 7.2.2.1-2 illustrates how to transfer the road map data with low-priority category in vehicles to a Fog Node. The Fog Node retrieves the list of UEs active in Area 1a, 1b and 1c by 3GPP Core Network, analyses the congestion level at the areas and updates the congestion level of corresponding time and day of the week. Vehicles transfer their road map data to the Fog Node based on the policy of data transfer as shown in Table 7.2.2.1-1. For example, when vehicles are in Area 1a with low congestion on Monday, 10:30 AM, they can transfer their collected map data to the Fog Node without restriction. In case of Area 1c with high congestion, vehicles can’t transfer their map data, so they might store the data in their temporary storage, transfer the data to their neighbor vehicles by V2V communication, or remove them. In case of Area 1b with medium congestion, vehicles transfer the data by the time period and/or the traffic volume allocated by the Fog Node. The Fog Node analyzes the congestion levels in the coverage area periodically, because the congestion level of each area might vary according to the time of day and the day of the week, as shown on Figure 7.2.2.1-2.
Table 7.2.2.1-1: The policy of data transfer (NOTE 1)
	
	Data Type

	
	Road map data
(Low-priority category)
	In-vehicle data
(High-priority category)

	Congestion

level
	High
	Not applicable (NOTE 2)
	Data can be transferred by the time period and/or the traffic volume allocated by the Fog Node

	
	Medium
	Data can be transferred by the time period and/or the traffic volume allocated by the Fog Node
	Data can be transferred without restriction

	
	Low
	Data can be transferred without restriction
	Data can be transferred without restriction


NOTE 1:
This is an informative table for a policy that seeks to allow for data transfer optimization.

NOTE 2:
Vehicles might store the road map data in their temporary storage, transfer them to their neighbor vehicles by V2V communication, or remove them.


[image: image2.emf]Area 1a

Low Congestion

Area 1b

Medium Congestion

Area 1c

High Congestion

Fog Node

Area 1a

High Congestion

Area 1b

Low Congestion

Area 1c

Medium Congestion

Fog Node

Monday, 10:30 AM Sunday, 6:10 PM


Figure 7.2.2.1-2: Road map data transfer with low-priority category
Figure 7.2.2.1-3 shows the high-level illustration of vehicular data transfer optimization. A Fog (or Cloudlet) node retrieves location information and QoS information from 3GPP Core Network. The figure shows two alternatives using the dotted lines: the 3GPP T8 interface or ETSI MEC service calls. These alternatives seek to allow for optimization of 4G (or 5G) 3GPP services using service exposure currently for further study in 3GPP and to allow for possible use of ETSI ISG MEC specifications. Note that deployments with local breakout may allow for the Location service and the RNI service to interact directly with eNBs, therefore bypassing the Core Network.
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Figure 7.2.2.1-3: High Level Illustration - Vehicular data transfer optimization
7.2.2.2 General procedure for analyzing congestion levels using location information
This general procedure is based on the Fog Node retrieving the list of UEs in a particular area for analyzing the congestion level. Figure 7.2.2.2-1 illustrates this procedure. Note that this is an informative figure for a procedure that seeks to allow for optimization of 3GPP services using service exposure under development and/or for the use of ETSI ISG MEC specifications.  

NOTE: The mapping of oneM2M nodes in Figure 7.2.2.2-1 is shown for study of future oneM2M implementation options.
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Figure 7.2.2.2-1: Procedure for analyzing congestion levels using location information
Step 1: Fog Node requests the list of UEs active in a particular area to EPC.
The Fog Node sends a request the list of UEs active in a particular area with timestamp to EPC in order to check the congestion status. The area might be indicated by cell level and/or eNB level. The communication procedure with the EPC is currently FFS. In some deployment scenarios, the Fog node may be an ETSI MEC Mobile Edge Host collocated and communicating directly with eNB using local breakout.
Step 2: The EPC responds the list of UEs in the area.
The EPC (or eNB for local breakout deployments) responds with the list of UEs requested. For example, the following list might be indicated.

· “NUMBER_OF_UES_IN_AN_AREA" in MonitoringEvent API (over T8) as defined in 3GPP TS29.122 [i.a].
· A list of UEs in a particular location (e.g. ETSI MEC Location service API [i.12])

· The number of E-RAB active, cell ID and QCI (e.g. ETSI MEC RNIS API [i.11])

The communication procedure with the EPC is currently FFS.
Step 3: The Fog Node updates the congestion level in the area.
The Fog Node analyzes the list of UEs and generates a congestion level in the area. If the EPC supports NetworkStatus API over T8, the Fog Node can retrieve a network status report as specified in clause 7.8 of oneM2M TS-0026 [i.c], and use it for the analysis in combination with the list of the UEs. The congestion level might be indicated by exact value (e.g. between 0 and 100) and/or abstracted value (e.g. High, Medium, Low). Then the Fog Node updates the congestion level of corresponding time and day of the week in the area as needed. The procedure is currently FFS.
Step 4: The Fog Node sends the updated data to Cloud Node once a day.

The Fog Node sends the updated data generated in Step 3 to the Cloud Node once a day for storing as master data. In order to optimize the data transfer, Background Data Transfer as specified in clause 7.10 of oneM2M TS-0026 [i.c] or CMDH as specified in clause D.12 of oneM2M TS-0001[i.b] may be used.
7.2.2.3 General procedure for data transfer optimization using QoS/location
This general procedure for optimizing data transfer of an UE is based on the Fog node retrieving 3GPP QoS, the congestion level and the data type, and determining an appropriate policy of data transfer. Figure 7.2.2.3-1 illustrates this procedure. Note that this is an informative figure for a procedure that seeks to allow for optimization of 3GPP services using service exposure under development.

NOTE: The mapping of oneM2M nodes in Figure 7.2.2.3-1 is shown for study of future oneM2M implementation options.
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Figure 7.2.2.3-1: Procedure for data transfer optimization using QoS/location
Step 1: UE sends the permission for data transfer.
The UE send the permission for a particular data transfer to a Cloud Node.
Step 2: The Cloud Node requests the policy management of data transfer.
After reception of the requests, the Cloud Node checks the location of the UE, data type (e.g. road map data or in-vehicle data) and selects an appropriate Fog Node. Then the Cloud Node requests the policy management of the data transfer to the Fog Node selected. The communication procedure with the Fog Node is currently FFS.
Step 3: The Fog Node sends on-demand 3GPP QoS request.
The Fog Node maps the request in Step 2 to 3GPP QoS parameters and sends the on-demand QoS request to the EPC. The QoS request might contain UE IP address, flow description (e.g. up/downlink flows, protocol), time period and/or traffic volume, notification destination address and QoS reference as defined in AsSessionWithQoS API of 3GPP TS 29.122 [i.a]. The QoS reference referring to pre-defined QoS information in the EPC can be mapped to media component descriptions according to SLA between a network operator and a service provider. For example, the media component descriptions might contain SCS/AS Identifier (Fog Node identifier) , media type (e.g. audio, video, data, application), maximum bandwidth for an uplink/downlink IP flow and priority indicators (e.g. Priority-Sharing-Indicator, Pre-emption-Capability and Pre-emption-Vulnerability) as defined in 3GPP TS 29.214 [i.d]. In case of the road map service, the QoS parameter might indicate hign bandwidth for uplink IP flow, data (the media type) and low priority. The communication procedure with the EPC is currently FFS.
Step 4: The EPC process the 3GPP QoS request.

The EPC authorizes the Fog Node request as defined in AsSessionWithQoS API of 3GPP TS 29.122[i.a]. Result indicates whether the 3GPP QoS request is granted or not. If the request is granted, a SCEF in the EPC maps the request to existing Rx parameters and interacts with a PCRF in the EPC via the Rx interface and triggers the PCRF initiated IP-CAN Session Modification as described in 3GPP TS 23.203 [i.e]. Then the PCRF derives the required QoS, determines whether this QoS is allowed and notifies the result to the SCEF via Rx interface.

Step 5: The EPC sends on-demand 3GPP QoS response.

The PCRF EPC sends on-demand 3GPP QoS responses to the Fog Node. Result indicates whether the 3GPP QoS request is granted or not as defined in 3GPP TS 29.122[i.a]. If the request is granted, the SCEF might respond to the Fog Node with a 201 Created message including the result in the body of the HTTP response. The response contains the 3GPP QoS parameters in step 3. For example, if the congestion level in the area is medium and the QoS parameter for the road map service shows low priority, the response might indicate the time period and/or the traffic volume for the road map data transfer. The communication procedure with the EPC is currently FFS.

Step 6: The EPC updates QoS session.

If the PCRF notifies the SCEF about bearer level events for the Rx session (e.g. transmission resources for a QoS session are released/lost) with a PCEF initiated IP-CAN Session Modification as described in 3GPP TS 23.203 [i.e], the SCEF sends a status information message to the Fog Node for updating the QoS session as defined in AsSessionWithQoS API of 3GPP TS 29.122[i.a]. For example, if the congestion level in the area is high and the QoS parameter for the road map service shows low priority, the transmission resources might be released and the SCEF might send an HTTP message including the notified event (e.g. session terminated). The communication procedure with the EPC is currently FFS.
Step 7: The Fog Node determines the policy of data transfer.

If the 3GPP QoS request is granted in step 5 or the EPC updates the QoS session in step 6, the Fog Node determines the policy of data transfer based on the 3GPP QoS parameters.
If the 3GPP QoS request is not granted in step 5, the Fog Node analyses the congestion level of the UE’s location and the data type, and determines an appropriate policy of data transfer (see Table 7.2.2.1-1).
Step 8: Fog Node maps the policy of data transfer to oneM2M resources
The Fog Node maps the policy of data transfer to oneM2M resources. For example, the policy might be indicated by CMDH policy as specified in clause D.12 of oneM2M TS-0001[i.b] for adjusting the time period and/or traffic volume according to the data type. The procedure is currently FFS.
Step 9: The Fog Node responses the permission for data transfer.

The Fog Node responses the permission for data transfer to the UE.
Step 10: The UE transfers the data according to the policy.
The UE transfers the data according to the policy in step 8 to the Fog Node.
-----------------------End of Change 1 ---------------------------------------------

-----------------------Start of Change 2 ---------------------------------------------
2.2   
Informative references

Clause 2.2 shall only contain informative references which are cited in the document itself.
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.

[i.a]
3GPP TS 29.122: T8 reference point for Northbound APIs (Release 15)

[i.b]
oneM2M TS-0001 Functional Architecture
[i.c]
oneM2M TS-0026 3GPP Interworking
[i.d]
3GPP TS 29.214: Policy and Charging Control over Rx reference point (Release 15)
[i.e]
3GPP TS 23.203: Policy and charging control architecture (Release 15).
[i.11]
ETSI GS MEC 012 (V1.1.1): “Mobile Edge Computing (MEC); Radio Network Information API”. 
[i.12]
ETSI GS MEC 013 (V1.1.1): “Mobile Edge Computing (MEC); Location API”. 
-----------------------End of Change 2 ---------------------------------------------

-----------------------Start of Change 3 ---------------------------------------------
3 Definitions, symbols and abbreviations

Delete from the above heading the word(s) which is/are not applicable.
3.1 Definitions

3.2 Symbols

3.3 Abbreviations

For the purposes of the present document, the [following] abbreviations [given in ... and the following] apply:

Abbreviation format

EPC
Evolved Packet Core

IP-CAN
IP Connectivity Access Network
PCRF
Policy and Charging Rule Function

PCEF
Policy and Charging Enforcement Function

SCEF
Service Capability Exposure Function
-----------------------End of Change 3 ---------------------------------------------
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