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Introduction

3GPP Monitoring Event Subscription procedures defined in TS0026 suggests creation of <subscription> resource under the <schedule> of the node as one of the triggers for the procedure such as UE Reachability, Communication failure, Loss of connectivity and Availability after DDN failure.

Since a IN-AE may or may not subscribe to the <schedule> of the node, corresponding monitoring event subscription must be triggered independent of a subscription from the applications(IN-AEs).
This contribution proposes to trigger the Monitoring Event Subscription Request from SCS(IN-CSE) to SCEF on creation of a <schedule> resource with networkCoordinated set to true and that is a child of a <node> resource. 

---------------------------------------- Start of Change 1---------------------------------------------------
7.4.1 UE Reachability monitoring 
The 3GPP SCEF functionality described in 3GPP TS 23.682 [2] supports APIs for monitoring specific events such as UE Reachability status. This allows M2M Servers to request to receive reports when a device becomes reachable for receiving either SMS or downlink data.  In the 3GPP interworking architecture of oneM2M, the UE can host an ADN with one or more AEs or an ASN/MN-CSE. The UE Monitoring flow in Figure 7.4.1-1 takes place after the UE has attached to the 3GPP Network and the ADN-AE(s) or ASN/MN-CSE register with the IN-CSE. 
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Figure 7.4.1 -1: UE Reachability monitoring
Step 0: UE Attach and oneM2M Registration Procedures

The UE attaches to the 3GPP network and the ADN-AE(s) or ASN/MN-CSE hosted on the UE perform the oneM2M registration procedure, as detailed in clause 6.5. The IN-CSE hosts the corresponding <AE> or <remoteCSE> resources for the registree and an associated <node> resource. During this procedure, a <schedule> resource is created as a child of the <node> resource. The hosted ADN-AE(s) or ASN/MN-CSE may subscribe to their respective node <schedule> resources.

If an AE is interested in the reachability status of the UE, it may also subscribe to the <schedule> resource (step 0b, optional).

Step 1: IN-CSE sends a Monitoring Event Subscription Request to SCEF to monitor the UE reachability
This step may be triggered by the IN-CSE based on implementation options, for example after a certain number of communication failures have occurred. The creation of a <schedule> child resource  of a <node> resource may also be used to trigger the monitoring request if the networkCoordinated attribute of the <schedule> resource is set to TRUE.

The Monitoring Event Subscription request from the IN-CSE to the SCEF contains information as specified in 3GPP TS 29.122 [5]. Such information includes:

· scsAsId shall be set to a value that is prearranged between the Service Provider and MNO.

· notificationDestination is set to a URI that the SCEF can target UE Reachability notifications towards.  The value of this URI shall be based on internal IN-CSE policies.

· tltrId is used to identify the monitoring request.  It shall be assigned based on internal IN-CSE policies and shall be different from other tltrIds issued by this IN-CSE during the lifetime of this request.  Later, when reports are received, the value shall be used to associate them to the original request
· maximumNumberOfReports or monitorExpireTime shall be optionally set per IN-CSE pre-provisioning if continuous monitoring is supported.
· externalId shall be set to the M2M-Ext-ID of the UE
· monitoringType shall be set to UE_REACHABILITY
· reachabilityType shall be set to DATA 
· idleStatusIndication shall be set per IN-CSE pre-provisioning. It is recommended that idleStatusIndication be set in order to provide a more accurate status via the <schedule> resource.  
· maximumResponseTime may be set to a value based on Service Provider and MNO policies.

· suggestedNumberOfDlPackets may be set to a value based on Service Provider and MNO policies.
· maximumLatency may be set to a value based on Service Provider and MNO policies.
Step 2 and 3: Monitoring Event Subscription Request Handling in the Underlying Network

The SCEF handles the Monitoring Event Subscription Request together with the Mobile Core Network, as described in 3GPP TS 29.122 [5]. The SCEF sends a Monitoring Event Subscription Response message to the IN-CSE with a response code of 201 CREATED to acknowledge acceptance of the Monitoring Event Subscription Request.
The message includes the following information.

· id is a SCEF-chosen identifier for this Monitoring Event Subscription. 

· tltrId (same as in the request)

· self is configured with a link to the resource created by the SCEF for the request 
Step 4: Detection of UE changing from Idle mode and reporting to SCEF

Later, the UE changes to connected mode (for a UE using Power Saving Mode or extended idle mode DRX) or the UE becomes reachable for paging (for a UE using extended idle mode DRX). The Underlying Network detects the condition and sends a Monitoring Report (Idle Timestamp, Subscribed Periodic RAU/TAU timer, Active Timer) to the SCEF.

Step 5: SCEF sends UE Reachability Monitoring Event Notification Request to IN-CSE

The SCEF sends a Monitoring Event Notification Request to the IN-CSE when receiving the Monitoring Report that contains information as specified in 3GPP TS 29.122 [5]. Such information includes: 
· subscriptionId configured with the identifier of the subscription for which this notification corresponds to
· subscription configured with a link to the subscription resource for which this notification corresponds to
· tltrId (same as in the request)
· monitoringEventReports configured with one or more UE Reachability monitoring reports wherein each report includes the following fields as defined in 3GPP TS 29.122 [5]:

· externalID configured with the M2M-Ext-ID of the UE
· monitoringType configured with UE_REACHABILITY
· idleStatusInfo configured with information such as activeTime, edrxCycleLength, suggestedNumberOfDlPackets, idleStatusTimestamp, periodicAUTimer as defined in 3GPP TS 29.122 [5]
· maxUEAvailabilityTime configured with a timestamp until which a UE using a power saving mechanism is expected to be reachable. 
· reachabilityType configured with a type of reachability (e.g SMS, DATA, etc) as defined in 3GPP TS 29.122 [5]

Step 6: UE Reachability Monitoring Event Notification Response
After receiving a UE Reachability Monitoring Event Notification, the IN-CSE returns a response having a response code of 204 NO CONTENT. 

Step 7: UE Reachability Monitoring Event Notification Handling at the IN-CSE

The IN-CSE uses the information provided in the UE Reachability Monitoring Event Report as follows:

· If the idleStatusIndication was set and the corresponding idleStatusInfo information is provided in the report, the IN-CSE changes the scheduleElement of the UE’s node <schedule> resource such that:

· the start of the scheduleElement is based on the Idle Timestamp, with a periodicity equal to the TAU/RAU Timer.

·  the duration of the scheduleElement indicates the Active Time value.
· If the Idle Status Indication was not set by the IN-CSE, and the existing schedule indicates that communications are currently available, then no changes to the scheduleElement are made.

· If the idleStatusIndication was not set by the IN-CSE, and the existing schedule indicates that communications are not currently available, then the IN-CSE indicates that there are no time-constraints on the UE communications (e.g. by deleting the <schedule> resource).

· When any traffic is received from the node or a UE Reachability Monitoring Event Notification is received for the node, any scheduleElements that were created based on prior idleStatusInfo information shall be deleted for the node. A new scheduleElement shall be created that indicates that the node is available for downlink communication starting immediately and will remain available for at least the duration specified by the maximumResponseTime parameter.

Step 8a and 8b: (Optional) Notifications are sent to the entities which subscribed to changes in the <schedule> resources. Notifications will also be sent to the UE hosted and-AE or ASN/MN, if indicated by subscriptions to their respective <schedule> resources.
Step 9: Notification of schedule update
TandADN-AE(s) or ASN/MN-CSE hosted on the UE receives notification regarding its updated <schedule> resource hosted on the IN-CSE.

Step 10 (Optional): IN-CSE sends request to SCEF to delete Monitoring Event Subscription 
The IN-CSE sends a DELETE request targeting the URI of the subscription resource corresponding to this Monitoring Event Subscription.  This step may be triggered by the IN-CSE when a ADN-AE(s) or ASN/MN-CSE hosted on the UE de-registers from the IN-CSE or when the networkCoordinated attribute of the <schedule> resource affiliated with an ADN-AE or ASN/MN-CSE hosted on a UE is set to FALSE.
Step 11 and 12 (Optional): Monitoring Event Subscription Delete Request Handling in the Underlying Network
The SCEF handles the Monitoring Event Subscription Delete Request together with the Mobile Core Network. The SCEF sends a Monitoring Event Subscription Delete Response message to the IN-CSE with a response code of 204 NO CONTENT to acknowledge the Monitoring Event Subscription has been deleted.
---------------------------------------- End of Change 1---------------------------------------------------

---------------------------------------- Start of Change 2---------------------------------------------------

7.4.2 
UE Availability after DDN Failure
The 3GPP SCEF functionality described in 3GPP TS 23.682 [2] supports APIs for monitoring of events such as UE Availability after a Downlink Data Notification (DDN) Failure. When communicating with UEs which sleep for a long time, if downlink packets are not delivered, the Underlying Network recognizes that the UE is not available by a lack of a response within a reasonable time. 
Per this feature, the IN-CSE can subscribe and be notified every time the UE becomes reachable after the network fails to deliver a downlink packet. For example, when this option is set and the IN-CSE receives no response to downlink traffic towards a UE, the IN-CSE can assume that the network failed to deliver the packet because the UE was sleeping and not because of Network Issues. The network later sends a notification to the IN-CSE when the UE becomes reachable.

In the 3GPP Underlying Network, this feature involves an entry in the UE subscription, so it is an ongoing event that needs explicit deletion to cancel further reports and it is different than the UE Reachability Monitoring Request. The feature is particularly suitable when there is just one IN-CSE.

The IN-CSE may also request Idle Status Indication. If Idle Status Indication is supported by the Underlying Network, when the UE transitions into Idle mode, the report includes the time at which the UE transitioned into Idle mode, the active time and the periodic TAU/RAU time granted to the UE.
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Figure 7.4.2-1: Availability after ssDDN Failure monitoring
Step 0: UE Attach and oneM2M Registration Procedures

The UE attaches to the 3GPP network and the ADN-AE(s) or ASN/MN-CSE hosted on the UE perform the oneM2M registration procedure, as detailed in clause 6.5. The IN-CSE hosts the corresponding <AE> or <remoteCSE> resources and an associated <node> resource for the registrees. During this procedure, a <schedule> resource  is created as a child of the <node> resource. The UE hosted ADN-AE(s) or ASN/MN may subscribe to the node <schedule> resource.

If an IN-AE is interested in the reachability status of the UE, it may subscribe to the <schedule> resource if the networkCoordinated attribute of <schedule> resource is set to TRUE (step 0b, optional).  
Step 1: IN-CSE sends a Monitoring Event Subscription Request to SCEF to monitor the UE Availability after a DDN Failure
This step may be triggered by the IN-CSE based on implementation options, for example after a certain number of downlink data delivery failures have occurred. The creation of a <schedule> child resource of a <node> resource may also be used to trigger the monitoring request if the networkCoordinated attribute of the <schedule> resource is set to TRUE.
The monitoring request from the IN-CSE to SCEF contains information as specified in 3GPP TS 29.122 [5]. Such information includes:
· scsAsId shall be set to a value that is prearranged between the Service Provider and MNO.

· notificationDestination is set to a URI that the SCEF can target UE Availability notifications towards.  The value of this URI shall be based on internal IN-CSE policies .

· tltrId is used to identify the monitoring request.  It shall be assigned based on internal IN-CSE policies and shall be different from other tltrIds issued by this IN-CSE during the lifetime of this request.  Later, when reports are received, the value shall be used to associate them to the original request.

· maximumNumberOfReports or monitorExpireTime shall be optionally set per IN-CSE pre-provisioning if continuous monitoring is supported.
· monitoringType shall be set to AVAILABILITY_AFTER_DDN_FAILURE
· externalId shall be set to the M2M-Ext-ID of the UE
· idleStatusIndication shall be set for the IN-CSE to be notified of when a UE transitions into idle mode
NOTE: 
It is recommended that Idle Status monitoring is enabled in conjunction with the Availability after DDN Failure monitoring. This enables the IN-CSE to update the <schedule> resource with updated timing information, once the UE transitions to idle again.
Step 2 and 3: Monitoring Event Subscription Request Handling in the Underlying Network

The SCEF handles the Monitoring Event Subscription Request together with the Mobile Core Network, as described in 3GPP TS23.682[2]. The SCEF sends a Monitoring Event Subscription Response message to the IN-CSE with a response code of 201 CREATED to acknowledge acceptance of the Monitoring Event Subscription Request.
The message includes the following information.

· id is a SCEF-chosen identifier for this Monitoring Event Subscription. 

· tltrId (same as in the request)

· self is configured with a link to the resource created by the SCEF for the request 
Step 4: DL Data is sent to the UE

Downlink data is sent to the UE which, in the Underlying Network, involves sending a Downlink Data Notification (DDN) message to the MME, and MME initiates paging of UE. 

Step 5a: DDN Failure

The Underlying Network diagnoses a DDN Failure when, after DDN, no response to the UE paging is received and if the UE is in PSM mode (not every DDN failure triggers this event), the UE subscription is updated to reflect that a notification of availability should be sent after this DDN failure.
Step 5b: Request failure handling

The IN-CSE may also diagnose the failure when no response to the DL data has been received.  It is up to implementation if the IN-CSE changes the node <schedule> resource at this point to indicate that communications are not available (e.g. by using a keyword such as “NULL”), or just records it as a one-time response failure. Other alternatives for implementation are, for example, for the IN-CSE to change the node <schedule> resource to indicate that communications are not available only after a pre-provisioned number of requests fail. The IN-CSE may also buffer future requests or enlarge its buffer size.
Step 6: Available after DDN Failure

At a later time, the UE contacts the network, e.g., to perform a TAU, or as it executes a service request. The Underlying Network notes that the UE is available and that an availability notification is requested in the subscription. A Monitoring Indication that the UE is available is sent to the SCEF.

Step 7a and 7b: SCEF sends a DDN Failure Monitoring Event Notification Request to IN-CSE 
The SCEF sends a DDN Failure Monitoring Event Notification Request to the IN-CSE as specified in 3GPP TS 29.122 [5], indicating that the UE is available, including: 
· subscriptionId configured with the identifier of the subscription for which this notification corresponds to
· subscription configured with a link to the subscription resource for which this notification corresponds to
· tltrId (same as in the request)
· monitoringEventReports configured with one or more DDN Failure monitoring reports wherein each report includes the following fields as defined in 3GPP TS 29.122 [5]:

· externalID configured with the M2M-Ext-ID of the UE
· monitoringType configured with AVAILABILITY_AFTER_DDN_FAILURE
Step 8: DDN Failure Monitoring Event Notification Response
· After receiving a DDN Failure Monitoring Event Notification, the IN-CSE returns a response having a response code of 204 NO CONTENT. 

Step 9a and 9b: Availability after DDN Failure Handling at the IN-CSE

The IN-CSE uses the information provided in the Monitoring Report to update the node <schedule> to indicate that the UE is available. 
A new scheduleElement shall be created that indicates that the node is available for communication starting immediately and will remain available for at least the duration specified by the Maximum Response Time parameter.
Later (step 8b, optional) IN-AE(s) or the IN-CSE may decide to resend data queued for the UE.

Step 10: UE transitions to Idle
UE transitions to idle mode. If Idle Status Indication was requested during Monitoring Event configuration, and the MCN supports Idle Status Indication, then the SCEF is provided with an indication which includes the time at which the UE transitioned into idle mode, the active time and the periodic TAU/RAU timer values.

Step 11: SCEF sends a UE Reachability Monitoring Event Notification Request to IN-CSE
The SCEF provides a Monitoring Event Notification Request to the IN-CSE as specified in 3GPP TS 29.122 [5], including: 
· subscriptionId configured with the identifier of the subscription for which this notification corresponds to
· subscription configured with a link to the subscription resource for which this notification corresponds to
· tltrId (same as in the request)
· monitoringEventReports configured with one or more UE Reachability monitoring reports wherein each report includes the following fields:

· externalID configured with the M2M-Ext-ID of the UE
· monitoringType configured with UE_REACHABILITY
· idleStatusInfo configured with information such as activeTime, edrxCycleLength, suggestedNumberOfDlPackets, idleStatusTimestamp, periodicAUTimer as defined in 3GPP TS 29.122 [5]
· maxUEAvailabilityTime configured with a timestamp until which a UE using a power saving mechanism is expected to be reachable. 
· reachabilityType configured with type of reachability (e.g SMS, DATA, etc) as defined in 3GPP TS 29.122 [5]
Step 12: Monitoring Event Notification Response
· After receiving a Monitoring Event Notification, the IN-CSE returns a response having a response code of 204 NO CONTENT. 

Step 13: UE Idle mode indication Handling at the IN-CSE

The IN-CSE uses the UE Idle status information to update the <schedule> child resource of the <node > resource.

The IN-CSE changes the <schedule> resource such that:

· the start of the scheduleElement is based on the Idle Timestamp, with a periodicity equal to the TAU/RAU Timer.

·  the duration of the scheduleElement indicates the Active Time value.

When any traffic is received from the node or an Availability Notification is received for the node, any scheduleElement(s) that were created based on prior Idle Status Indications shall be deleted for the node. A new scheduleElement shall be created that indicates that the node is available for downlink communication starting immediately and will remain available for at least the duration specified by the Maximum Response Time parameter.
Step 14 (Optional): IN-CSE sends request to SCEF to delete Monitoring Event Subscription 
The IN-CSE sends a DELETE request targeting the URI of the subscription resource corresponding to this Monitoring Event Subscription.  This step may be triggered by IN-CSE when a ADN-AE(s) or ASN/MN-CSE hosted on the UE de-registers from the IN-CSE or when the networkCoordinated attribute of the <schedule> resource affiliated with an ADN-AE or ASN/MN-CSE hosted on a UE is set to FALSE.
Step 15 and 16 (Optional): Monitoring Event Subscription Delete Request Handling in the Underlying Network
The SCEF handles the Monitoring Event Subscription Delete Request together with the Mobile Core Network. The SCEF sends a Monitoring Event Subscription Delete Response message to the IN-CSE with a response code of 204 NO CONTENT to acknowledge the Monitoring Event Subscription has been deleted.
---------------------------------------- End of Change 2---------------------------------------------------

---------------------------------------- Start of Change 3---------------------------------------------------
7.4.3 
UE Communication Failure
In the context of 3GPP Interworking, the IN-CSE enables communications between IN-AEs and 3GPP UEs. Informing the IN-CSE that UEs have suffered communication failures in the Underlying Network helps optimize communications. For example, the IN-CSE may stop attempting to communicate with the UE if it is aware of repeated communication failures. The SCEF enables Communication Failure monitoring at the IN-CSE per 3GPP TS 23.682 [2]. 
The UE Communication Failure Monitoring flow is assumed to take place after the UE has attached to the 3GPP Network and registered with the IN-CSE. 
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Figure 7.4.3 -1: Communication Failure monitoring
Step 0: UE Attach and oneM2M Registration Procedures
The UE attaches to the 3GPP network and the ADN-AE(s) or ASN/MN-CSE hosted on the UE perform the oneM2M registration procedure, as detailed in clause 6.5. The IN-CSE hosts the corresponding <AE> or <remoteCSE> resources and an associated <node> resource for the registree. During this procedure, a <schedule> resource is created as a child of the <node> resource. The UE hosted ADN-AE(s) or ASN/MN may subscribe to the node <schedule> resource.

If an IN-AE is interested in the communication failure status of the UE, it may subscribe to the node <schedule> resource (step 0b, optional).

Step 1: IN-CSE sends a Monitoring Request to SCEF to monitor the UE Communication Failure
This step may be triggered by an IN-CSE based on implementation options, for example when a type of communication requiring high reliability is scheduled to occur. The creation of a <schedule> child resource of a <node> resource may also be used to trigger the monitoring request if the networkCoordinated attribute of <schedule> resource is set to TRUE. The monitoring request from the IN-CSE to SCEF contains information as specified in 3GPP TS 29.122 [5]. Such information includes:
· scsAsId shall be set to a value that is prearranged between the Service Provider and MNO.

· notificationDestination is set to a URI that the SCEF can target UE Communication Failure notifications towards.  The value of this URI shall be based on internal IN-CSE policies .

· tltrId is used to identify the monitoring request.  It shall be assigned based on internal IN-CSE policies and shall be different from other tltrIds issued by this IN-CSE during the lifetime of this request.  Later, when reports are received, the value shall be used to associate them to the original request.

· maximumNumberOfReports or monitorExpireTime shall be optionally set per IN-CSE pre-provisioning if continuous monitoring is supported.
· monitoringType shall be set to COMMUNICATION_FAILURE
· externalId shall be set to M2M-Ext-ID of the UE
Step 2: -Step 3: Monitoring Request Handling in the Underlying Network
The SCEF handles the Monitoring Event Subscription Request together with the Mobile Core Network, as described in 3GPP TS23.682[2]. The SCEF sends a Monitoring Event Subscription Response message to the IN-CSE with a response code of 201 CREATED to acknowledge acceptance of the Monitoring Event Subscription Request.
The message includes the following information.

· id is a SCEF-chosen identifier for this Monitoring Event Subscription. 

· tltrId (same as in the request)

· self is configured with a link to the resource created by the SCEF for the request 
Step 4: Detection of Communication Failure and reporting to SCEF

Later, when the UE communication failure occurs the condition is detected in the Underlying Network and the SCEF receives a Monitoring Report.

Step 5: SCEF sends UE Communication Failure Monitoring Event Notification Request to IN-CSE
The SCEF sends a Monitoring Event Notification Request to the IN-CSE when receiving the Monitoring Report that contains information as specified in 3GPP TS 29.122 [5]. Such information includes: 
· subscriptionId configured with the identifier of the subscription for which this notification corresponds to
· subscription configured with a link to the subscription resource for which this notification corresponds to
· tltrId (same as in the request)
· monitoringEventReports configured with one or more UE communication failure monitoring reports wherein each report includes the following fields as defined in 3GPP TS 29.122 [5]:

· externalID configured with the M2M-Ext-ID of the UE
· monitoringType configured with COMMUNICATION_FAILURE
Step 6: UE Communication Failure Monitoring Event Notification Response
After receiving a UE Communication Failure Monitoring Event Notification, the IN-CSE returns a response having a response code of 204 NO CONTENT. 

Step 7: Communication Failure Handling at the IN-CSE

The IN-CSE uses the information provided in the Monitoring Report to update the scheduleElement of the <schedule> resource to indicate that no communications are currently available (e.g. by using a keyword such as “NULL”).  Local IN-CSE policies may specify events/ thresholds further defining when the IN-CSE may provide the <schedule> resource update. For example, the update may be provided only after repeated communication failures are received within a timespan, or only if high reliability communications are expected.  It is recommended that UE Reachability monitoring is also enabled in conjunction with the Communication Failure monitoring. This enables the IN-CSE to provide updated timing information in the <schedule> resource, once the UE becomes reachable again.
Step 8: (Optional) Notifying subscribers
Optionally, notifications are sent to the subscribers of the <schedule> resource.

Step 9 (Optional): IN-CSE sends request to SCEF to delete Monitoring Event Subscription 
The IN-CSE sends a DELETE request targeting the URI of the subscription resource corresponding to this Monitoring Event Subscription.  This step may be triggered by IN-CSE when a ADN-AE(s) or ASN/MN-CSE hosted on the UE de-registers from the IN-CSE or when the networkCoordinated attribute of the <schedule> resource affiliated with an ADN-AE or ASN/MN-CSE hosted on a UE is set to FALSE.
Step 10 and 11 (Optional): Monitoring Event Subscription Delete Request Handling in the Underlying Network
The SCEF handles the Monitoring Event Subscription Delete Request together with the Mobile Core Network. The SCEF sends a Monitoring Event Subscription Delete Response message to the IN-CSE with a response code of 204 NO CONTENT to acknowledge the Monitoring Event Subscription has been deleted.
---------------------------------------- End of Change 3---------------------------------------------------

---------------------------------------- Start of Change 4--------------------------------------------------

7.4.4 
UE Loss of Connectivity 
An IN-CSE can communicate with large numbers of devices, many of which are reachable for short periods of time. An IN-CSE may want to be informed when devices are not reachable to the Underlying Network, to better manage its communications. For example, IN-AEs which normally communicate with the device might not attempt communications if neither signalling or user plane communication are available.

3GPP TS 23.682 [2] supports Loss of Connectivity monitoring, via SCEF, by the IN-CSE. The Loss of Connectivity Monitoring Event subscription allows the IN-CSE to provide to the network a Maximum Detection Time, which indicates the maximum period of time without any communication between the UE and Network after which the IN-CSE is to be informed that the device is considered to be unreachable.
The Maximum Detection Time of loss of connectivity is on the order of 1 minute to multiple hours. A timer with the order of magnitude of a few minutes can only apply to a limited number of devices due to the network signalling cost.
NOTE: 
In the 3GPP Network, the Maximum Detection Time of loss of connectivity can be used to determine the order of magnitude of the Periodic Update timer.
The UE Loss of Connectivity Monitoring flow is assumed to take place after the UE has attached to the 3GPP Network and registered with the IN-CSE. 
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Figure 7.4.4-1: Loss of Connectivity monitoring
Step 0: UE Attach and oneM2M Registration Procedures
The UE attaches to the 3GPP network and the ADN-AE(s) or ASN/MN-CSE hosted on the UE perform the oneM2M registration procedures, as detailed in clause 6.5. The IN-CSE hosts the corresponding <AE> or <remoteCSE> resources for the registree, and an associated <node> resource. During this procedure, a <schedule> resource is created as a child of the <node> resource and the networkCoordinated attribute of the <schedule> resource is set to TRUE.
If an IN-AE is interested in the reachability status of the UE, it may subscribe to the <schedule> resource (step 0b, optional). 
Step 1: IN-CSE sends a Monitoring Request to SCEF to monitor the UE Loss of Connectivity
This step may be triggered by the IN-CSE on creation of a <schedule> child resource of a <node> resource if the networkCoordinated attribute of the <schedule> resource is set to TRUE.
The monitoring request from the IN-CSE to SCEF contains information as specified in 3GPP TS 29.122 [5]. Such information includes:
· scsAsId shall be set to a value that is prearranged between the Service Provider and MNO.

· notificationDestination is set to a URI that the SCEF can target UE Loss of Connectivity notifications towards.  The value of this URI shall be based on internal IN-CSE policies .

· tltrId is used to identify the monitoring request.  It shall be assigned based on internal IN-CSE policies and shall be different from other tltrIds issued by this IN-CSE during the lifetime of this request.  Later, when reports are received, the value shall be used to associate them to the original request.
· monitoringType shall be set to LOSS_OF_CONNECTIVITY
· maximumNumberOfReports or monitorExpireTime shall be optionally set per IN-CSE pre-provisioning if continuous monitoring is supported.
· externalId shall be set to the M2M-Ext-ID of the UE
· maximumDetectionTime shall be set per IN-CSE pre-provisioning. This value should be set to a value that is longer than the length of time of inactive communications as configured in the <schedule> resource 
Step 2: -Step 3: Monitoring Request Handling in the Underlying Network
The SCEF handles the Monitoring Request together with the Mobile Core Network, as described in 3GPP TS23.682[2]. The SCEF sends a Monitoring Event Subscription Response message to the IN-CSE with a response code of 201 CREATED to acknowledge acceptance of the Monitoring Event Subscription Request.
The message includes the following information.

· tltrId (same as in the request) 

· id is a SCEF-chosen identifier for this Monitoring Event Subscription. 

· self is configured with a link to the resource created by the SCEF for the request 
Step 4: Detection of Loss of Connectivity and reporting to SCEF

Later, when the UE loses connectivity, the MME detects the condition and sends a Monitoring Report to SCEF

Step 5: SCEF sends UE Loss of Connectivity Monitoring Event Notification Request to IN-CSE
The SCEF sends a Monitoring Event Notification Request to the IN-CSE when receiving the Monitoring Report that contains information as specified in 3GPP TS 29.122 [5]. Such information includes: 
· subscriptionId configured with the identifier of the subscription for which this notification corresponds to
· subscription configured with a link to the subscription resource for which this notification corresponds to
· tltrId (same as in the request)
· monitoringEventReports configured with one or more loss of connectivity monitoring reports wherein each report includes the following fields as defined in 3GPP TS 29.122 [5]:

· externalID configured with the M2M-Ext-ID of the UE
· monitoringType configured with LOSS_OF_CONNECTIVITY
· lossOfConnectReason configured with the reason for loss of connectivity as defined in 3GPP TS 29.122 [5].
Step 6: UE Loss of Connectivity Monitoring Event Notification Response
After receiving a UE Loss of Connectivity Monitoring Event Notification, the IN-CSE returns a response having a response code of 204 NO CONTENT. 
Step 7: Loss of Connectivity Handling at the IN-CSE

The IN-CSE uses the information provided in the Monitoring Report to update the <schedule> child resource of the <node> resource to indicate that no communications are currently available (e.g. by using a keyword such as “NULL”). Updates to the <schedule> resource will be performed only if its networkCoordinated attribute is set to TRUE.
NOTE: 
It is recommended that UE Reachability monitoring is also enabled in conjunction with the Loss of Connectivity monitoring. This enables the IN-CSE to provide updated timing information in the <schedule> resource, once the UE becomes reachable again.
Step 8: (Optional) Notifying subscribers
Optionally, if IN-AEs have subscribed to changes in the <schedule> resources a notification will be sent to the subscribers.

Step 9 (Optional): IN-CSE sends request to SCEF to delete Monitoring Event Subscription 
The IN-CSE sends a DELETE request targeting the URI of the subscription resource corresponding to this Monitoring Event Subscription.  This step may be triggered by IN-CSE when a ADN-AE(s) or ASN/MN-CSE hosted on the UE de-registers from the IN-CSE or when the networkCoordinated attribute of the <schedule> resource affiliated with an ADN-AE or ASN/MN-CSE hosted on a UE is set to FALSE.
Step 10 and 11 (Optional): Monitoring Event Subscription Delete Request Handling in the Underlying Network
The SCEF handles the Monitoring Event Subscription Delete Request together with the Mobile Core Network. The SCEF sends a Monitoring Event Subscription Delete Response message to the IN-CSE with a response code of 204 NO CONTENT to acknowledge the Monitoring Event Subscription has been deleted.
---------------------------------------- End of Change 4---------------------------------------------------
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