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Introduction
This contribution proposes to add existing technologies relevant to services and platforms discovery.   
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6  
Background and Motivation
Editor’s Note: The section summarizes existing technologies of service and platforms discovery that can be used in oneM2M. It also includes architectural gap analysis including key issues. 

6.1 State of the Art of Dynamic Discovery Mechanisms
Editor’s Note:  The section provides an overview of the various discovery mechanisms, incl, Zeroconf, DNS, UPnP.
6.1.1 Zeroconf 

6.1.1.1 Overview
Zero Configuration Networking makes it possible to connect two or more number of computers and connects them with crossover Ethernet cable for communicate usefully using IP without in the absence of configured information from either a user or infrastructure services such as conventional DHCP.  It can be scaled up for communication at larger network. It was initiated to achieve the ease-of-use of AppleTalk, applied to IP, the ubiquitous platform-agnostic communications protocol which coexist gracefully with larger configured networks. Zero Configuration Networking is required for environments where administration is impractical or impossible, such as in the home or small office, embedded systems ‘plugged together’ as in an automobile, or to allow impromptu networks such as ‘‘between the devices of strangers on a train’’. Zeroconf is not a good option: medium or large networks, networks that need a high degree of security and control, large public access networks, and networks that have low bandwidth and high latency (such as some wireless networks). The long-term goal of Zero Configuration Networking is to enable the creation of entirely new kinds of networked products, products that today would simply not be commercially viable because of the inconvenience and support costs involved in setting up, configuring, and maintaining a network to allow them to operate.  It is not necessary to simultaneously use Zeroconf protocols in all four areas (i.e.  IP interface configuration, translation between host name and IP address, IP multicast address allocation, service discovery).  For example, it may make sense on some networks to provide a DHCP server for configured IP interface configuration but perform translation between host name and IP address using a ZeroConf protocol. In deployment of ZeroConf on existing configuration network, the design consideration should be taken such as minimal impact on existing networks and application and no less secure than related current IETF-Standard protocols. 

The ZeroConf network aims to meet following requirements:

· The benefits of ZeroConf protocols over existing configured protocols are an increase in the ease-of-use for end-users and a simplification of the infrastructure necessary to operate protocols

· ZeroConf is not limited to single IP subnet. If the Protocol is intended to span multiple IP subnets it MUST NOT use broadcasts or link-local addressing.

· ZeroConf protocols must adapt to changing network conditions.  Zeroconf protocols must be able to resolve conflicts and return the network to a consistent state after changes in network topology or other events.

6.1.1.2 Technologies in ZeroConf Protocol
Zeroconf uses a number of underlying technologies. For address selection, link-local addressing replaces the DHCP server. This capability is built into Ipv6 addresses. However, traditional Ipv4 is used as a last resort except in a ZeroConf context. The multicast name service is used for name resolution in Zeroconf in order to allow a network device to select a domain name in the local name space and then announce it using a designated multicast IP address. Zeroconf uses multicast DNS for service discovery. In this model, every computer on the local network stores an individual listing of DNS resource records and then joins the respective DNS multicast group supporting the Zeroconf network. Finally, DNS-based service discovery is one of the largest aspects of the Zeroconf implementation. It is very implementation specific, but relies on a type of messaging in order to discover services and provide notifications of the available ones on a network. 
Zeroconf is based on three technologies:
· Assigning network addresses for various devices
· Determining computer host names
· Locating network services

Service discovery protocols automatically detect connected network services and devices. These protocols include:
· Service Location Protocol

· Universal Description Discovery and Integration for Web services
· Bluetooth Service Discovery Protocol
· extensible Resource Descriptor Sequence

6.1.1.3 Services
Obtaining an IP Address
For a device to route messages on a network, it needs an IP address. This is relatively trivial if a DHCP server is available, but when this isn’t the case, ZeroConf uses link-local addressing to obtain one. The address assigned by link-local addressing is in the 169.254.0.0/16 block, which is only useful within the link (because routers won’t forward packets from devices in this address space). To obtain an address the device sends ARP requests to establish whether its desired IP address (chosen at random from the 169.254 range) is available. 
This is a two-step process:
1) First, an ARP probe is sent asking for the MAC address of the machine with a given IP. This probe is sent a number of times to confirm that the given IP address is not in use (there will be no response if it isn’t).
2) If no reply is received, the device sends out an ARP announcement saying that it is now the machine with the given IP.
Obtaining a Hostname
Once a device has an IP address it can be contacted through the network, but IP addresses are volatile and for the device to be consistently discoverable it needs a hostname (which is less likely to change). Assigning as hostname is simple if you have a DNS server, but, if you don’t, zero-conf can assign hostnames using Multicast DNS. To claim a local hostname with mDNS, a device sends DNS messages to probe for the uniqueness of the hostname. Three queries are sent in 250ms intervals, and if no device reports using this hostname, the requesting device then sends an announce message to claim ownership. In the case of a conflict (where two devices believe they own the same hostname), lexicographic ordering is used to determine a winner. DNS hostnames must use a local top-level domain (.com, .org, .gov, etc.) to distinguish them from globally accessible hosts. Apple devices and many others use the local domain.
Browsing for Services
Once a device has an IP address and hostname, it can be contacted, but only if we know the name of the specific device we are looking for. If we don’t, DNS Service Discovery (also known as DNS-SD) can be used to search for services available on the local link.
6.1.1.4 Implementations
The few implementations of Zeroconf are following:
Apple’s Bonjour: 

An implementation of Zeroconf’s service discovery protocol used in several operating systems such as Mac OS X and Microsoft Windows. It uses multicast DNS service records to locate devices such as printers, computers and many other services and utilized to discover services on a LAN and to allow users to set up a network without any configurations. Bonjour only works within a single broadcast domain, which is usually a small area if the DNS server is not appropriately configured. Bonjour does not have the capability to advertise services to the public Internet.
Avahi: 

It facilitates service discovery on local networks. Avahi allows a new host on the local network to view other hosts and communicate with them (chat, find printers or shared files). The Avahi mDNS responder is actually completely implemented and has passed all tests in the Apple Bonjour conformance test suite. Moreover, it supports some unique features such as the correct mDNS reflection across LAN segments. It is implemented as a C library (‘‘avahi-core’’) which can be embedded into other applications.
Windows CE 5.0: 

It configures the wireless network adapter to connect to an available wireless network. If there are two networks covering the same area, it is possible to configure a preferred network order and the device will try to contact each network in the order defined until it locates one that is active. It is also possible to limit association to only the configured, preferred networks.
Other Implementations: 

Other link IPv4 implementations include ZCIP, CUPs, J-share and mono.zeroconf
6.1.2 DNS

6.1.2.1 Overview
The Domain Name System (DNS) refers to hierarchical naming system for resources linked to the Internet. The main job of DNS is to provide translation of domain names to the IP addresses for identifying and locating a computing resource. DNS servers eradicate the need for humans to remember the numeric IP addresses of a computer or device on the Internet by providing a distributed directory service. The DNS provides a fault tolerant service as domain names are assigned by authoritative name servers for each domain.
6.1.2.2 Structure
The DNS comprises of a tree structure where each nodes contains a label and zero or more resource records. These resource records keep domain name related information. The domain name is composed of the label which is concatenated with the name of its parent and separated by a dot. 

The DNS tree is divided into zones at the root. A zone may consists of one or more domains and sub-domains. A zone may be divided into additional sub-zones for better administration. In this case the authority delegates to a designated server for this new zone. 

The domain name consists of labels that are separated by dots. For instance test.com. Right most label is called the top-level-domain. The hierarchy works from right to left as each label on the left indicates a sub-domain of the domain to the one on the right. Continuing the example, the label test describes the sub-domain of the domain com. Figure 6.1.2-1 shows the DNS for Internet.
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Figure 6.1.2-1: Hierarchical Domain Name System for Internet

6.1.2.3 Mechanisms
The DNS comprises of a tree structure where each nodes contains a label and zero or more resource records. These resource records keep domain name related information. The domain name is composed of the label which is concatenated
The DNS is worked by various name servers. A name server is a node in a distributed database which allows DNS to resolve queries. The top of hierarchy is served by root name server. Each domain has at least one authoritative name server that provides information about the domain and the name servers of sub-domains. 

A query is resolved by DNS resolvers that are responsible for querying domain names by sequence of queries initiating with the right most domain label. For proper working of DNS resolver, a host is configured with cache of the known addresses of the root servers. If there is no cache, the process begins by querying to one of root servers. Root servers in typical environment do not process the query themselves but instead forward it to authoritative name servers. For instance, a query to “www.test.com” is referred to com servers. The resolver will query to the referred servers and iteratively repeats until it finds an authoritative server. Figure 6.1.2-2 shows the iterative process of resolving the domain “www.test.com”.
Caching in address resolution helps keeping a balanced traffic burden on root servers. In practical, root name servers are involved in the request process for relatively small time.
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Figure 6.1.2-2: DNS Resolver resolving the domain name in iterative way

6.1.2.4 Applications
There are several other applications of DNS beside translation of domain names to IP addresses. It is not necessary that domain name and IP address are in one-to-one relationship. A single domain name can resolve to multiple IP addresses to provide load balancing and fault tolerance to servers. Conversely, multiple domain names may resolve to a single IP address to provide virtual hosting. 

Mail transfer agents use DNS to find the most suitable mail server to deliver email. The DNS is also used for storage of blocked email hosts. This is achieved by placing the IP address of subject host to the sub-domain of higher level domain name. That name is resolved to a record for positive or negative indication. 

For example:

A blocked address 192.168.1.1 points to 1.1.168.192.block.example, which resolve to 127.0.0.1.
6.1.3 UPnP
6.1.3.1 Overview
UPnP (Universal Plug & Play) technology allows devices to connect seamlessly and to simplify network implementation in the home and corporate environments. The UPnP architecture offers pervasive peer-to-peer network connectivity of PCs of all form factors, intelligent appliances, and wireless devices. UPnP consists of a set of related protocols built on open Internet standards, such as TCP/IP, HTTP, XML. UPnP devices are "plug and play" in that, when connected to a network, they automatically establish working configurations with other devices.

6.1.3.2 Mechanisms
Step 0. Addressing

Most internet routers have integrated UPnP technology. Whenever a new device supporting UPnP connects to a network it announces its information (protocol, port forwarding information) to the router. Router assigns IP address to the device and  enables discovery. 

Step 1: Discovery

When a device (ex: sensor) is added to the network, the UPnP discovery protocol allows that device to advertise its services to control points on the network. Similarly, when a control point (ex: pc, smartphone) is added to the network, the UPnP discovery protocol allows that control point to search for devices of interest on the network. Discovery architecture depicted below: 
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Figure 6.1.3-1: UPnP high-level procedures

After obtaining IP address, a device broadcasts messages advertising itself, its embedded devices, and its services. 

When a new control point is added to the network, it is allowed to multicast a discovery message searching for interesting devices, services, or both. If any device matches search criteria, they will respond. In addition, a control point is allowed to unicast a discovery message to a specific IP address. This action presumes the control point already knows the device at this IP address is a UPnP device. 

Step 2: Description
After a control point has discovered a device, the control point still knows very little about the device -- only the information that was in the discovery message. For the control point to learn more about the device and its capabilities, or to interact with the device, the control point shall retrieve a description of the device and its capabilities from the URL provided by the device in the discovery message. A UPnP device description includes vendor -specific

manufacturer information like the model name and number, serial number, manufacturer name, URLs to vendor-specific Web sites, etc. (details below). For each service included in the device, the device description lists the service type, service name, a URL for a service description, a URL for control, and a URL for eventing.

Step 3: Control
Given knowledge of a device and its services, a control point can ask those services to invoke actions and receive responses indicating the result of the action. Invoking actions is a kind of remote procedure call; a control point sends the action to the device's service, and when the action has completed (or failed), the service returns any results or errors.

Step 4: Eventing
A control point subscribes to notifications from a device.

Step 5: Eventing
Events are displayed on UI of a control point.

6.1.3.3 Features
UPnP supports the following features: 
· Media and device independence. UPnP technology can run on any network technology including Wi-Fi, coax, phone line, power line, Ethernet and 1394

· Platform independence. Vendors can use any operating system and any programming language to build UPnP products

· Internet-based technologies. UPnP technology is built upon IP, TCP, UDP, HTTP, and XML, among others.

· UI Control. UPnP architecture enables vendor control over device user interface and interaction using the browser.

· Programmatic control. UPnP architecture enables conventional application programmatic control.

· Common base protocols. Vendors agree on base protocol sets on a per-device basis.

· Extendable. Each UPnP product can have value-added services layered on top of the basic device architecture by the individual manufacturers.

6.2 Challenges and Key Issues
Editor’s Note: The section introduces challenges and key issues. 
6.2.1 Key Issues on oneM2M platforms discovery

6.2.2 Key Issues on oneM2M services discovery

-----------------------End of change 1---------------------------------------------
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