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Introduction
This contribution provides information about the service and feature use cases used for analysis, which have been collected as part of the study or identified to be in scope the Work Item. Use Cases are refernced from relevant TRs (e.g. TR-0001, TR-0018, TR-0026, etc.)
R01 has editorial updates and the addition of a use case reference
-----------------------Start of change 1-------------------------------------------
2.2 Informative references

Clause 2.2 shall only contain informative references which are cited in the document itself.

The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.

[i.1]
oneM2M Drafting Rules.

NOTE:
Available at http://www.onem2m.org/images/files/oneM2M-Drafting-Rules.pdf.

[i.2]
NIST Special Publication 800-145, The NIST Definition of Cloud Computing, September 2011 (https://csrc.nist.gov/publications/detail/sp/800-145/final)

[i.3]
NIST Special Publication 800-191 (Draft), The NIST Definition of Fog Computing, August 2017 (https://csrc.nist.gov/publications/detail/sp/800-191/draft)

[i.4]
OpenFog Reference Architecture for Fog Computing, February 2017 (OPFRA001.020817)

[i.5]
ETSI GS MEC 002 (V1.1.1): “Mobile Edge Computing (MEC); Technical Requirements”. 

[i.6]
ETSI GS MEC 003 (V1.1.1): “Mobile Edge Computing (MEC); Framework and Reference Architecture”. 

[i.7]
ETSI GS MEC 009 (V1.1.1): “Mobile Edge Computing (MEC); General principles for Mobile Edge Service APIs”. 

[i.8]
ETSI GS MEC 010-1 (V1.1.1): “Mobile Edge Computing (MEC); Mobile Edge Management; Part 1: System, host and platform management”. 

[i.9]
ETSI GS MEC 010-2 (V1.1.1): “Mobile Edge Computing (MEC); Mobile Edge Management; Part 2: Application lifecycle, rules and requirements management”. 

[i.10]
ETSI GS MEC 011 (V1.1.1): “Mobile Edge Computing (MEC); Mobile Edge Platform Application Enablement”. 

[i.11]
ETSI GS MEC 012 (V1.1.1): “Mobile Edge Computing (MEC); Radio Network Information API”. 

[i.12]
ETSI GS MEC 013 (V1.1.1): “Mobile Edge Computing (MEC); Location API”. 

[i.13]
ETSI GS MEC 014 (V1.1.1): “Mobile Edge Computing (MEC); UE Identity API”. 

[i.14]
ETSI GS MEC 015 (V1.1.1): “Mobile Edge Computing (MEC); Bandwidth Management API”. 

[i.15]
ETSI GS MEC 016 (V1.1.1): “Mobile Edge Computing (MEC); UE application interface”. 

[i.16]
NFV World Congress 2017 - Enabling the 5G Cloud. 

(http://www.etsi.org/multi-access-edge-computing/mec-presentations-at-industry-events)

[i.17]
3GPP TS 36.413: “LTE; Evolved Universal Terrestrial Radio Access Network (E-UTRAN); S1 Application Protocol (S1AP)”. 

[i.18]
3GPP TS 36.214: "LTE; Evolved Universal Terrestrial Radio Access (E-UTRA); Physical layer; Measurements”. 

[i.19]
3GPP TS 36.331:"LTE; Evolved Universal Terrestrial Radio Access (E-UTRA); Radio Resource Control (RRC); Protocol specification".

[i.20]
3GPP TS 29.171: "LTE; Location Services (LCS); LCS Application Protocol (LCS-AP) between the Mobile Management Entity (MME) and Evolved Serving Mobile Location Centre (E-SMLC); SLs interface”.

[i.21]
3GPP TS 23.401: “LTE; General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access”.
[i.22]
3GPP TS 32.602: "Digital cellular telecommunications system (Phase 2+); Universal Mobile Telecommunications System (UMTS); LTE; Telecommunication management; Configuration Management(CM); Basic CM Integration Reference Point (IRP); Information Service (IS)".

[i.23]
3GPP TS 32.662: "Digital cellular telecommunications system (Phase 2+); Universal Mobile Telecommunications System (UMTS); LTE; Telecommunication management; Configuration Management (CM); Kernel CM Information Service (IS)".

[i.24]
3GPP TS 32.332: "Digital cellular telecommunications system (Phase 2+); Universal Mobile Telecommunications System (UMTS); LTE; Telecommunication management; Notification Log (NL) Integration Reference Point (IRP); Information Service (IS)".

[i.25]
3GPP TS 32.111-2: "Digital cellular telecommunications system (Phase 2+); Universal Mobile Telecommunications System (UMTS); LTE; Telecommunication management; Fault Management; Part 2: Alarm Integration Reference Point (IRP): Information Service (IS)".

[i.26]
SCF 084.07.01: "Small cell zone services - RESTful bindings". 

[i.27]
SCF 152.07.01: "Small cell services API". 

[i.28]
OMA-TS-REST-NetAPI-ZonalPresence-V1-0-20160308-C: "RESTful Network API for Zonal Presence". 

[i.29]
OMA-TS-REST-NetAPI-ACR-V1-0-20151201-C: "RESTful Network API for Anonymous Customer Reference Management"

[i.30]
MEC Deployments in 4G and Evolution Towards 5G.
(http://www.etsi.org/images/files/ETSIWhitePapers/etsi_wp24_MEC_deployment_in_4G_5G_FINAL.pdf)

[i.31]



3GPP TS23.203: Policy and charging control architecture
[i.32]
3GPP TS 29.122: T8 reference point for Northbound APIs (Release 15)

[i.33]
oneM2M TS-0001 Functional Architecture

[i.34]
oneM2M TS-0026 3GPP Interworking

[i.35]



3GPP TS 29.214: Policy and Charging Control over Rx reference point (Release 15)
[i.36]



oneM2M TR-0001 Use Cases Collection
[i.37]



oneM2M TR-0018 Industrial Domain Enablement
[i.38] 



oneM2M TR-0026 Vehicular Domain Enablement
[i.39]



oneM2M TS-0002 Requirements.
-----------------------End of change 1-------------------------------------------
-----------------------Start of change 2-------------------------------------------
7 oneM2M Architectural Framework 

Editor’s Note: The section provides an analysis of the oneM2M architectural framework needed for employing Edge and Fog technologies in oneM2M. It also includes descriptions of the optimizations which Edge and Fog Computing are expected to provide to oneM2M implementations.
7.1 Introduction

Editor’s Note: This section provides an introduction to the framework developed for employing Edge and Fog technologies in oneM2M. Key terminology should be formalized for use in all subsequent sections.

7.2 oneM2M Service and Feature Enhancement Scenarios

Editor’s Note: This section provides information about the service and feature use cases used for analysis, which have been collected as part of the study or identified to be in scope the Work Item. Use Cases are refernced from relevant TRs (e.g. TR-0001, TR-0018, TR-0026, etc.) 
In order to determine oneM2M System enhancements in scope of this study, service and feature use cases relying on Fog/Edge technology are collected in the Use Cases Collection TR (TR-0001[i.36]) and Vertical-relevant Techical Reports (TR-0018 [i.37], TR-0026 [i.38], etc). 
Table 7.2-1 contains Use Cases collected as part of the Study on Edge and Fog Computing:
Table 7.2-1 Edge/Fog Study Use Cases
	Use Case Title
	Reference TR

	Accident Notification Service using Edge/Fog Computing
	 TR-0026 

	Smart Transportation with Edge/Fog
	 TR-0026 

	High-precision Road Map Service using Edge/Fog Computing
	 TR-0026 

	Link Binding Management for Digital Twins and Edge/Fog Computing
	 TR-0001 

	Smart Factories using Edge/Fog
	 TR-0018 

	Vulnerable Road User Discovery Use Case for Edge Fog Computing
	 TR-0026 

	Reliable Edge/Fog Computing
	 TR-0026 

	Use Case for Vehicular Data Service with data model and Edge/Fog Computing
	 TR-0026 


Table 7.2-2 contains other oneM2M Use Cases identified to be relevant to the study.
Table 7.2-2 Other oneM2M Use Cases relevant to the Edge/Fog Study
	Use Case Title
	Reference TR

	Electronic Toll Collection (ETC) service
	TR-0026

	Vehicle Data Service
	TR-0026

	Vehicle Domain service continuity
	TR-0026

	An Industrial Use Case for On-demand Data Collection for Factories
	TR-0018

	Integrity of Data Collection Monitoring
	TR-0018

	Data Process for Inter-factory Manufacturing
	TR-0018

	Real Time Data Collection
	TR-0018

	Oil and Gas Pipeline Cellular/Satellite Gateway
	TR-0001

	Smart Building
	TR-0001

	M2M Healthcare Gateway
	TR-0001

	Wellness Services
	TR-0001

	Home Energy Management
	TR-0001

	Home Energy Management System (HEMS)
	TR-0001

	Event Triggered Task Execution
	TR-0001

	Quality of Sensor Data
	TR-0001


7.3 oneM2M Platform Optimization Scenarios

Editor’s Note: This section provides scenarios where Edge and Fog technologies are sought to bring optimizations to oneM2M platform implementations. It is recommended that each scenario is used to derive one or more Key Issues.
7.3.1 Scenario 1: Data delivery optimization using radio network information

The scenario introduces Data delivery optimization of 3GPP services based on providing radio network related information to Fog or Cloudlet (e.g. ETSI MEC Mobile Edge Host) Nodes. This enables adjustment of data transmission rates for individual 3GPP devices based on radio network congestion levels, as well as the service subscription levels of each device.
Figure 7.3.1‑1 illustrates the scenario of data delivery optimization. A Fog (or Cloudlet) Node retrieves the radio network information from the 3GPP Core Network. The figure shows two alternatives using the dotted lines: the 3GPP T8 interface or ETSI MEC RNI service calls. These alternatives seek to allow for optimization of 4G (or 5G) 3GPP services using service exposure currently for further study in 3GPP and to allow for possible use of ETSI ISG MEC specifications. Note that deployments with local breakout may allow for the RNI service to interact directly with eNBs, therefore bypassing the Core Network (see ETSI White Paper “MEC Deployments in 4G and Evolution Towards 5G” [i.30]).

The Local Video Server is collocated with the Fog Node, for example in the SGi-LAN Mobile Operator domain offering value-add services. The Video Server has the capability to provide video data with 2 different resolutions: high-quality video (e.g. Ultra High Definition) and low-quality video (e.g. Standard Definition) in order to provide appropriate data according to congestion level of the radio network.  
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Figure 7.3.1‑1: Scenario of data delivery optimization
The scenario uses two prioritized devices as shown in Table 7.2.1‑1 which, in this case, receive services in same eNB area. UE1 has a high-priority category and UE2 has a low-priority category based on QCI [i.31]. Although each device retrieves same video data, there are many devices in the eNB area and it is difficult to allocate the required bandwidth data for all the devices. Thus, the Fog Node needs to assist in allocating appropriate video quality to each device according to QCI [i.31] as well as the eNB congestion level. 

Table 7.3.1‑1:Standardized QCI characteristics for devices
	Device
	QCI [i.31]

	
	QCI

Value
	Resource Type
	Priority Level
	Packet Delay Budget
	Packet Error Loss Rate
	Example Services

	UE 1
	4
	GBR
	5
	300ms
	10-6
	Non-Conversational Video (Buffered Streaming)

	UE 2
	8
	Non-GBR
	8
	300ms
	10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)


This general procedure for optimizing the platform is based on the Fog Node retrieving radio network related information and determining appropriate video quality levels for each device based on QCI and congestion and providing them for enforcement by the Local Video Server. Figure 7.3.1‑2 illustrates this procedure. 

Note that this is an informative figure for a procedure that seeks to allow for optimization of 3GPP services using service exposure under development and/or for the use of ETSI ISG MEC specifications.  

NOTE: The mapping of oneM2M Nodes in Figure 7.2.1‑2 is shown for study of future oneM2M implementation options.
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Figure 7.3.1‑2: Optimization procedure using radio network congestion information
Step 1a, b: UE 1 and UE2 send video data requests to the Cloud Node. 

The UEs are part of a Fog deployment which includes a Fog Node which has access to radio network information and can communicate with the Local Video Server.

Step 2: The Cloud Node requests management of Video service based on congestion levels.

After reception of the requests, the Cloud Node checks the location of the UEs, and selects the appropriate Fog Node. Then the Cloud Node requests management of the video service quality based on radio network congestion levels affecting the UEs.

Step 3: The Fog Node requests radio network status information 

The Fog Node sends a request for radio network congestion status information. The communication procedure with the EPC is currently FFS. In some deployment scenarios, the Fog Node may be an ETSI MEC Mobile Edge Host collocated and communicating directly with eNB 1 using local breakout.
Step 4: The Fog Node receives response containing radio network congestion status information.

The EPC (or eNB 1 for local breakout deployments) responds with the status information requested. For example, the congestion level might be indicated by the number of E-RAB active (e.g. MEC RNIS API [i.11]) or Network Status Report (over T8). The communication procedure with the EPC is currently FFS.
Step 5: The Fog Node analyzes the congestion level and determines the appropriate video quality for each UE.

The Fog Node uses the QCI levels, as well as the information about the radio network congestion, to determine the appropriate video quality for each UE. In this scenario, we assume a high congestion level and that the QCI value of UE 1 is higher than that of UE 2. In this case, the Fog Node assigns the high-quality video data to UE 1 and the low-quality video data to UE 2.
Step 6: The Fog Node sends a request for video delivery with the determined quality.

The Fog Node sends a request to the Local Video Server as follows:

· UE1: High quality video data

· UE2: Low quality video data

Steps 7a, b: The Local Video Server delivers video data with appropriate quality to each UE.

The Local Video Server delivers high-quality video data to UE 1 and low-quality video data to UE 2.

7.3.2 Scenario 2: Data transfer optimization scenario using location/QoS information

7.3.2.1 Introduction
The scenario introduces vehicular data transfer optimization of 3GPP services based on providing location information and QoS information to Fog Nodes. This enables adjustment of data transmission for individual 3GPP devices based on congestion levels of each location.

Figure 7.3.2.1‑1 illustrates the scenario of vehicular data transfer optimization. Vehicles transfer their collected data to a local Fog Node based on the data type, the time period and/or the traffic volume allocated by the Fog Node. In order to optimize the data transfer, the Fog Node collects the list of UEs active in each area and analyzes the congestion level in time series.

In this scenario, vehicular data is categorized as road map data and in-vehicle data, used by a road map service provider and a vehicular service provider respectively. The road map data are collected by vehicle on-board cameras/sensors (e.g. video camera, radar, LIDAR, GPS). Those cameras/sensors collect data on the surroundings of the vehicle periodically and send the data to a local Fog Node. However, the collected data can cause huge traffic volumes and might not be required to support low-latency communication. Thus, the road map data indicates a low-priority category for data transfer. On the other hand, in-vehicle data contains vehicular state (e.g. fuel state, battery charging alert, warning of oil pressure, current mileage count) and might be required to support low-latency communication. Therefore, the in-vehicle data indicates a high-priority category for data transfer.

This scenario intends to mitigate the burdens on a Cloud Node and optimise data transfer by moving processing to the Fog Node and leveraging the capabilities of a 3GPP Core Network. As a result, a Network/System operator can offer value-added services to a Service provider.
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Figure 7.3.2.1‑1: Scenario of vehicular data transfer optimization
Figure 7.3.2.1‑2 illustrates how to transfer the road map data with a low-priority category to a Fog Node. The Fog Node retrieves the list of UEs active in Area 1a, 1b and 1c by a 3GPP Core Network, analyzes the congestion level at the areas and updates the congestion level of corresponding time and day of the week. The congestion level of each area might vary according to the time of day and the day of the week, so the Fog Node needs to analyze the congestion levels in the coverage area periodically. Vehicles transfer their road map data to the Fog Node based on the policy of data transfer as shown in Table 7.3.2.1‑1. For example, when vehicles are in Area 1a with low congestion on Monday, 10:30 AM, they can transfer their collected map data to the Fog Node without restriction. In case of Area 1c with high congestion, vehicles can’t transfer their map data, so they might store the data in their temporary storage, transfer the data to their neighbor vehicles by V2V communication, or remove the data. In case of Area 1b with medium congestion, vehicles transfer the data by the time period and/or the traffic volume allocated by the Fog Node.
Table 7.3.2.1‑1: The policy of data transfer (NOTE 1)
	
	Data Type

	
	Road map data

(Low-priority category)
	In-vehicle data

(High-priority category)

	Congestion

level
	High
	Not applicable (NOTE 2)
	Data can be transferred by the time period and/or the traffic volume allocated by the Fog Node

	
	Medium
	Data can be transferred by the time period and/or the traffic volume allocated by the Fog Node
	Data can be transferred without restriction

	
	Low
	Data can be transferred without restriction
	Data can be transferred without restriction


NOTE 1:
This is an informative table for a policy that seeks to allow for data transfer optimization.

NOTE 2:
Vehicles might store the road map data in their temporary storage, transfer the data to their neighbor vehicles by V2V communication, or remove the data.
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Figure 7.3.2.1‑2: Road map data transfer with low-priority category

Figure 7.2.2.1‑3 shows the high-level illustration of vehicular data transfer optimization. A Fog (or Cloudlet) node retrieves location information and QoS information from 3GPP Core Network. The figure shows two alternatives using the dotted lines: the 3GPP T8 interface or ETSI MEC service calls. These alternatives seek to allow for optimization of 4G (or 5G) 3GPP services using service exposure currently for further study in 3GPP and to allow for possible use of ETSI ISG MEC specifications. Note that deployments with local breakout may allow for the Location service and the RNI service to interact directly with eNBs, therefore bypassing the Core Network.
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Figure 7.3.2.1‑3: High Level Illustration - Vehicular data transfer optimization

7.3.2.2 General procedure for analyzing congestion levels using location information
This general procedure is based on the Fog Node retrieving the list of UEs in a particular area for analyzing the congestion level. Figure 7.3.2.2‑1 illustrates this procedure. Note that this is an informative figure for a procedure that seeks to allow for optimization of 3GPP services using service exposure under development and/or for the use of ETSI ISG MEC specifications.  

NOTE: The mapping of oneM2M nodes in Figure 7.3.2.2‑1 is shown for study of future oneM2M implementation options.

Editor’s Note: The communication procedure to retrieve the congestion levels by the Fog Node is for further study.
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Figure 7.3.2.2‑1: Procedure for analyzing congestion levels using location information

Step 1: Fog Node requests the list of UEs active in a particular area to EPC.
The Fog Node sends a request for the list of UEs active in a particular area with timestamp to the EPC in order to check the congestion status. The area might be indicated by cell level and/or eNB level. The communication procedure with the EPC is currently FFS.
Step 2: The EPC responds with the list of UEs in the area.

The EPC responds with the list of UEs requested. For example, the following list might be indicated.

· “NUMBER_OF_UES_IN_AN_AREA" in MonitoringEvent API (over T8) as defined in 3GPP TS29.122 [i.32].

· A list of UEs in a particular location (e.g. ETSI MEC Location service API [i.12])

· The number of E-RAB active, cell ID and QCI (e.g. ETSI MEC RNIS API [i.11])

The communication procedure with the EPC is currently FFS.
Step 3: The Fog Node updates the congestion level in the area.

The Fog Node analyzes the list of UEs and generates a congestion level in the area. If the EPC supports NetworkStatus API over T8, the Fog Node can retrieve a network status report as specified in clause 7.8 of oneM2M TS-0026 [i.34], and use it for the analysis in combination with the list of the UEs. The congestion level might be indicated by an exact value (e.g. between 0 and 100) and/or by an abstracted value (e.g. High, Medium, Low). Then the Fog Node updates the congestion level with a corresponding time and day of the week in the area as needed. The procedure is currently FFS.

Step 4: The Fog Node sends the updated data to Cloud Node once a day.

The Fog Node sends the updated data generated in Step 3 to the Cloud Node once a day for storing as master data. In order to optimize the data transfer, Background Data Transfer as specified in clause 7.10 of oneM2M TS-0026 [i.34] or CMDH as specified in clause D.12 of oneM2M TS-0001 [i.33] may be used.

7.3.2.3 General procedure for data transfer optimization using QoS/location
This general procedure for optimizing data transfer of an UE is based on the Fog node retrieving 3GPP QoS, the congestion level and the data type, and determining an appropriate policy of data transfer. Figure 7.3.2.3‑1 illustrates this procedure. Note that this is an informative figure for a procedure that seeks to allow for optimization of 3GPP services using service exposure that is under development.

NOTE: The mapping of oneM2M nodes in Figure 7.3.2.3‑1 is shown for study of future oneM2M implementation options.
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Figure 7.3.2.3‑1: Procedure for data transfer optimization using QoS/location

Step 1: UE sends the permission for data transfer.
The UE sends the permission for a particular data transfer to a Cloud Node.

Step 2: The Cloud Node requests the policy management of data transfer.

After reception of the request, the Cloud Node checks the location of the UE, data type (e.g. road map data or in-vehicle data) and selects an appropriate Fog Node. Then the Cloud Node requests the policy management of the data transfer to the Fog Node selected. The communication procedure with the Fog Node is currently FFS.
Step 3: The Fog Node sends on-demand 3GPP QoS request.

The Fog Node maps the request in Step 2 to 3GPP QoS parameters and sends the on-demand QoS request to the EPC. The QoS request might contain UE IP address, flow description (e.g. up/downlink flows, protocol), time period and/or traffic volume, notification destination address and QoS reference as defined in AsSessionWithQoS API of 3GPP TS 29.122 [i.32]. The QoS reference referring to pre-defined QoS information in the EPC can be mapped to media component descriptions according to a SLA between a network operator and a service provider. For example, the media component descriptions might contain SCS/AS Identifier (Fog Node identifier), media type (e.g. audio, video, data, application), maximum bandwidth for an uplink/downlink IP flow and priority indicators (e.g. Priority-Sharing-Indicator, Pre-emption-Capability and Pre-emption-Vulnerability) as defined in 3GPP TS 29.214 [i.35]. In case of the road map service, the QoS parameter might indicate high bandwidth for uplink IP flow, data (the media type) and low priority. The communication procedure with the EPC is currently FFS.
Step 4: The EPC processes the 3GPP QoS request.

The EPC authorizes the Fog Node request as defined in AsSessionWithQoS API of 3GPP TS 29.122 [i.32]. The result indicates whether the 3GPP QoS request is granted or not. If the request is granted, a SCEF in the EPC maps the request to existing Rx parameters and interacts with a PCRF in the EPC via the Rx interface and triggers the PCRF initiated IP-CAN Session Modification as described in 3GPP TS 23.203 [i.31]. Then the PCRF derives the required QoS, determines whether this QoS is allowed and notifies the result to the SCEF via the Rx interface.

Step 5: The EPC sends on-demand 3GPP QoS response.

The EPC sends on-demand 3GPP QoS responses to the Fog Node. The result indicates whether the 3GPP QoS request is granted or not as defined in 3GPP TS 29.122 [i.32]. If the request is granted, the SCEF might respond to the Fog Node with a 201 Created message including the result in the body of the HTTP response. The response contains the 3GPP QoS parameters in step 3. For example, if the congestion level in the area is medium and the QoS parameter for the road map service is set to low priority, the response might indicate the applicable time period and/or the applicable traffic volume for the road map data transfer. The communication procedure with the EPC is currently FFS.

Step 6: The EPC updates 3GPP QoS session.

If the PCRF notifies the SCEF about bearer level events for the Rx session (e.g. transmission resources for a QoS session are released/lost/terminated/recovered) with the PCEF initiated IP-CAN Session Modification as described in 3GPP TS 23.203 [i.31], the SCEF sends a status information message to the Fog Node for updating the QoS session as defined in AsSessionWithQoS API of 3GPP TS 29.122 [i.32]. For example, if the congestion level in the area turns from “middle” to “high” and the QoS parameter for the road map service is set to low priority, the transmission resources might be released and the SCEF might send an HTTP message including the notified event (e.g. session released). The communication procedure with the EPC is currently FFS.

Step 7: The Fog Node determines the policy of data transfer.

If the 3GPP QoS request is granted in step 5 or the EPC updates the QoS session in step 6, the Fog Node determines the policy of data transfer based on the 3GPP QoS parameters.

If the 3GPP QoS request is not granted in step 5, the Fog Node analyzes the congestion level of the UE’s location and the data type, and determines an appropriate policy of data transfer (see Table 7.2.2.1‑1).

Step 8: Fog Node maps the policy of data transfer to oneM2M resources

The Fog Node maps the policy of data transfer to oneM2M resources. For example, the policy might be indicated by a CMDH policy as specified in clause D.12 of oneM2M TS-0001 [i.33] for adjusting the time period and/or traffic volume according to the data type. The procedure is currently FFS.

Step 9: The Fog Node response includes the permission for data transfer.

The Fog Node response includes the permission for data transfer to the UE.

Step 10: The UE transfers the data according to the policy.

The UE transfers the data to the Fog Node according to the policy in step 8.

7.4 Architectural Models and Assumptions

Editor’s Note: The section provides examples of architectural models derived from analysis and the associated assumptions. These models may be used for example in section 9 to provide the assumptions made and a frame of reference for the solutions proposed.

7.4.1 Model A

7.4.1.1 Introduction
This model uses as main inputs the terminology and frameworks provided by ETSI MEC and OpenFog, and seeks to:

· Introduce oneM2M terminology that reflects the oneM2M Service Layer focus, while being consistent with the existing work in the Edge/Fog domain.

· Provide a framework for using Edge/Fog technologies in oneM2M with minimal impact on the existing architecture.

In Model A the Edge and Fog technologies considered are seen as enablers mapped to functionality within the existing oneM2M entities, which can be realized by functional and deployment options.

7.4.1.2 Proposed Terminology

Fog Deployment: Hierarchical, scalable collection of nodes, which supports enhanced levels of autonomous functionality at the field nodes. 

Autonomous functionality enables fog nodes to continue delivering functionality in the case of external service degradation or failures. The autonomy functions can include discovery, orchestration and management, security, operation and cost savings, which do not rely on a centralized operation entity. 

Fog deployments can include characteristics/capabilities such as:
· Individual fog nodes can scale internally, through the addition of hardware or software.

· Placement of applications allowing system optimizations

· A deployment of fog nodes can be scaled up or down in a demand-driven elastic environment. 

· Storage, network connectivity, and analytics services can scale with the fog infrastructure.

Fog deployments are implemented by deploying “Fog Deployment Enablement” services.
Cloudlet Deployment: Scalable collection of nodes using virtualisation technology to provide distributed compute, storage and network resources for cloud/infrastructure services, closer to the end field nodes.

Cloudlet deployments are implemented by deploying “Cloudlet Deployment Enablement” services.
Fog Deployment Enablement (FDE) Service: service that provides support for functionality targeting the enablement of Fog deployments, such as:

· Remote instantiation of Fog Services, as well as the remote provisioning of information required to instantiate the services.

· Sharing and discovery of Fog Service capability information 

· Requests for Fog Services to be provided by specific nodes.

· Fog Service continuity and migration among nodes.

· Orchestration of Fog Services provided by nodes in a deployment in a dynamic fashion to satisfy operational requirements 

A oneM2M Node with FDE capabilities is also termed a Fog Node.
Cloudlet Deployment Enablement (CDE) Service: service which relies upon platform & virtualisation infrastructure to provide support (including compute, storage, and network resources) for the instantiation of cloud applications and services closer to the end devices. 

A oneM2M Node with CDE capabilities is also termed a Cloudlet Node.

Endpoint:  A Field Node in a Cloudlet or Fog deployment which does not provide services to any other node. Architecturally, endpoints can be ASNs, ADNs or NoDNs. 

Local Fog Node:  A Field Node with FDE capabilities which provides services to at least one Endpoint in a Fog deployment. Architecturally, LFNs can be MNs or ASNs. 

7.4.1.3 Deployment Example

Figure 7.4.1.3‑1: depicts an example deployment showing relationships between capabilities and roles of the nodes within the deployment, using the Model A proposal. Not all options are depicted.
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Figure 7.4.1.3‑1: Example deployment for Model A
8 Analysis

Editor’s Note: This section details Key Issues for employing Edge and Fog technologies for oneM2M deployments. 

8.4 Key Issue 1

Editor’s Note: Each Key Issue description references either optimization scenarios (section 7.2), use-cases from one of the relevant TRs (e.g. TR-0001, TR-0018, TR-0026, etc.) or requirements (TS-0002) and concludes with a succinct statement defining the issue.

8.5 Key Issue N
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