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1
Scope

The present document describes and collects the state-of-art of the existing technologies on management capability, evaluates if the technologies can match the requirements defined in oneM2M, analyzes how the technologies can leverage the design of the architecture of oneM2M.
2
References

References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references,only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.

2.1
Normative references

Not applicable.

2.2
Informative references
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
· Use the EX style, add the letter "i" (for informative) before the number (which shall be in square brackets) and separate this from the title with a tab (you may use sequence fields for automatically numbering references, (see example).

EXAMPLE:

[i.1]
BBF TR-069 CPE WAN Management Protocol Issue: 1 Amendment 4, July 2011
[i.2]
BBF MR-239 Broadband Forum Value Proposition for Connected Home  Issue: 1, April 2011

[i.3]
BBF TR-232 Bulk Data Collection  Issue: 1, May 2012
[i.4]
TMForum IPDR Service Specification Design Guide, Version 3.8, Release 1.0, 2009
[i.5]
ZigBee Alliance ZigBee Specification: ZigBee Documents 053474r17, 2008
3
Definitions, symbols, abbreviations  and acronyms
3.1
Definitions

For the purposes of the present document, the [following] terms and definitions [given in ... and the following] apply:

<defined term>: <definition>

<defined term>[N]: <definition>

example 1: text used to clarify abstract rules by applying them literally

NOTE:
This may contain additional information.

3.2
Symbols

For the purposes of the present document, the [following] symbols [given in ... and the following] apply:

<symbol>
<Explanation>

<2nd symbol>
<2nd Explanation>

<3rd symbol>
<3rd Explanation>

3.3
Abbreviations

For the purposes of the present document, the [following] abbreviations [given in ... and the following] apply:

ACS
Auto-Configuration Server

BSS
Business Support System

CPE
Customer Premises Equipment

CWMP
CPE WAN Management Protocol

HTTP
Hypertext Transfer Protocol

IP
Internet Protocol

TR
Technical Report

PAN
Personal Area Network

GW
Gateway
OSS 
Operation Support System

ZC
ZigBee Coordinator

ZR
ZigBee Router

ZED
ZigBee End Device

ZDO
ZigBee Device Object

3.4
Acronyms

For the purposes of the present document, the [following] abbreviations [given in ... and the following] apply:

<ACRONYM1>
<Explanation>

<ACRONYM2>
<Explanation>

<ACRONYM3>
<Explanation>

4
Conventions

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED",  "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [Error! Reference source not found.].
5
Introduction of existing technologies

5.1
TR-069 Family of Specifications
Global service providers have elected TR-069 as the management protocol of choice –offering rich management capabilities for a wide range of devices including DSL, cable, and Ethernet residential gateways (RG), fiber optical network terminals (ONTs), IPTV settopboxes (STBs), network attached storage (NAS), powerline adapters, femtocells, IP phones, and more. All devices managed with TR-069 have a well defined data modelvassociated with them defined by a family of technical reports (TR). As new devices emerge, the Broadband Forum works to define relevant data models, along with other enhancements, to ensure that new devices are capable of being managed by a TR-069 Auto Configuration Server (ACS). TR-069 is access technology agnostic and as a result has found its way into a variety of

service provider networks including DSL, fiber to the home (FTTH), Ethernet, and WiMAX. In some instances TR-069 is deployed in conjunction with other management protocols in use. For example, cable operators can use DOCSIS to manage the WAN portion of the cable gateway while using TR-069 to manage the LAN portion (including WiFi). Moreover, TR-069 can extend beyond the gateway to provide carrier class management of other M2M devices and services in the customer premise.

5.1.1
Description
In the last few years, traditional triple-play services have been commoditized and this resulted in significant revenue reduction for Service Providers triggering a search to replace the lost revenue.  The Connected Home space is quickly becoming a major opportunity and turning into the focal point of Service Providers’ interest to offer additional revenue-generating value-added services to consumers. The Connected Home typically includes the following components: 

· A managed Residential Gateway inside the home 

· Ecosystem of devices inside of the home that might be using various underlying connectivity technologies but are controlled and managed in technology agnostic way.

· Broadband connection to the Internet via the Service Provider’s managed network 

· Auto-Configuration Server (ACS) management system that allows the remote management of CPE Management Protocol (CWMP) enabled CPE devices such as the Residential Gateway, Set Top boxes, Storage devices, communication devices etc.. 

· Operation and Business Support Systems (OSS/BSS) of the Service Provider that provide functionality such as the monitoring of the service and network, provisioning and billing. 

· Value-added Services and associated devices inside the Connected Home 

Connected Home Services are usually described as web based cloud services that provide consumer applications, delivered over a broadband Internet connection, to various in-home devices. These services provide comfort, security, convenience, entertainment, healthcare and other services with overall awareness to consumers. The Connected Home Services are accessible through multiple user-friendly interfaces including mobile phones, Web browsers, tablets, and TVs. Examples of such services include Energy Management, Home Control, Home Monitoring, Home Security and Home Health.

The Service Provider provides the end user with a connection to the Internet. The Service Provider deploys a Residential Gateway, a central, always-on, always-connected device and always available.  Figure 1 - The Connected Home shows the Connected Home composed of devices which connect the home network utilizing various technologies such as Wi-Fi, Ethernet, Powerline, HPNA, Z-Wave, Zigbee and DECT. The need for more bandwidth, interoperability, and Quality of Service (QoS) is driving the use of emerging technologies such as MoCA and G.hn.  Device trends such as set top boxes and video displays are leading the increase of Internet connectivity and demand for bandwidth needed for HD and 3D. 
New Internet-based services, remote access of devices, home health, monitoring and energy services, will pass through the service provider’s residential gateway (RG). The position of the RG provides the service provider a point where services may be deployed, rather than being a mere bridge. This point can also be used for media servers, home management & support, and allows the service provider to further take advantage of the new service opportunities.  As the Connected Home increases complexity, service provider supported remote management of the Residential Gateway and home network devices will enable the seamless integration of Connected Home services for customers. The service provider will support remote management through to a broadband network via management servers.

[image: image2.emf]
Figure 1 - The Connected Home

5.1.2
Architecture
The TR-069 family of specifications is anchored by the TR-069 specification for the base CWMP protocol. 
Included in the  the capability for the ACS to manage devices that are CWMP capable. In Figure 2 - TR-069 Family of Specifications this capability is defined as PD-174: Proxy Management. However PD-174 has been integrated into the TR-069 protocol.
[image: image3.emf]
Figure 2 - TR-069 Family of Specifications

In addition Service Providers are increasingly interested in retrieving large quantities of data from their installed CPE base at regular intervals.  The amount of data being requested represents a significant portion of the CPE’s data model and is thus a large amount of data. In response to this, the Broadband Forum has documented a data collection solution in TR-232 Bulk Data Collection. This specification is based on the IPDR protocol from the TMForum.
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Figure 3 - TR-232 Bulk Data Collection

5.1.3.1
TR-069 Proxy Management

CWMP can be extended to devices that do not have a native CWMP Endpoint of their own, but instead support another management protocol or “Proxy Protocol”.  A CPE Proxier is a CPE that supports a CWMP Endpoint(s) and also supports one or more Proxy Protocols (example services include UPnP DM, Z-Wave etc.).  A CPE Proxier uses these Proxy Protocols to manage the devices connected to it, i.e. the Proxied Devices. This approach is designed to support Proxy Protocols of all types that can exist in the CPE network now or in the future. 
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Figure 4 – Proxy management terminology

The function of the CPE Proxier is to seamlessly incorporate all of the elements and mechanisms/methods of the Proxy Protocol(s). Independent of the implementation, the ACS manages the Proxied Device through CWMP mechanisms, and is not aware of any Proxy Protocol commands that may be utilized to complete the requested actions.

In order to support a wide range of Proxy Protocols and devices, CWMP has two ways to model a Proxied Device; as a Virtual CWMP Device and using an Embedded Object. 

A Virtual CWMP Device is used to model a more complex Proxied Device such as a bridge, router, Set Top Box or devices of similar type. The Virtual CWMP Device Mechanism represents a Proxied Device with a CWMP Endpoint in the CPE Proxier.

An Embedded Object is used to model a simpler Proxied Device such as a binary sensor, power switch or devices of similar type. The Embedded Object Mechanism utilizes an Embedded Object or Service Object within the CPE Proxier itself to represent the Proxied Device.

This Annex describes each CPE Proxier Mechanism and gives guidelines for dictating which approach might be appropriate for a given Proxy Protocol.

5.1.3.1.1
The Virtual CWMP Device Mechanism

The Virtual CWMP Device Mechanism provides the ACS with a CWMP Endpoint terminated on the CPE Proxier for the Proxied Device. The Virtual CWMP client will function with the same requirements as a CWMP client. The CPE Proxier that is supporting a Proxied Device with a Virtual CWMP Device is responsible for creating, supporting and sustaining a CWMP Data Model for each such Proxied Device.  

The CPE Proxier is bound by the CWMP for each device it represents and MUST maintain a unique ManagementServer.ConnectionRequestURL for itself and for each device it is Proxying for. When the CPE Proxier establishes a connection to the ACS using a Virtual CWMP Device it will appear as the Proxied Device. 

The Virtual CWMP Device(s) supported by the CPE Proxier MAY share the same IP address as the CPE Proxier.  

5.1.3.1.2
The Embedded Object Mechanism

The Embedded Object Mechanism of providing a CWMP interface to a Proxied Device utilizes the CPE Proxiers Data Model to represent the Proxied Devices. This is done by representing the Proxied Devices as Object instances within the CPE Proxier’s (Root or Service) Data Model.  

5.1.3.1.3
Proxied Device Deployment Archirecture

Figure 5 - TR-069 UPnP Proxied Device depicts an example scenario where a proxied device that supports the UPnP protocol is managed using CWMP.
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Figure 5 - TR-069 UPnP Proxied Device
The entities include the Service Provider IS/IT or OSS/BSS systems that interface with the ACS (1); the CWMP and IPDR protocols between the ACS and the TR-069 enabled CPE (2) and the Home Area Network protocol UPnP (3).
5.1.3
Reference point

The reference points that have been standardized for the TR-069 family of specifications includes:
· ACS to CPE

· CPE to Device
5.1.4
Protocol
5.1.4.1
ACS to CPE Protocol

The protocols that are supported on the ACS to CPE reference point include:
· CWMP – For ACS to CPE communication

· IPDR Protocol – Bulk Data Collection

5.1.4.1.1
CWMP

The CPE WAN Management Protocol comprises several components that are unique to this protocol, and makes use of several standard protocols.  The protocol stack defined by the CPE WAN Management Protocol is shown in Figure 6.  A brief description of each layer is provided in Table 1.  Note that the CPE and ACS must adhere to the requirements of the underlying standard protocols unless otherwise specified.
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Figure 6 – Protocol stack
	Layer
	Description

	CPE/ACS Application
	The application uses the CPE WAN Management Protocol on the CPE and ACS, respectively.  The application is locally defined and not specified as part of the CPE WAN Management Protocol.

	RPC Methods
	The specific RPC methods that are defined by the CPE WAN Management Protocol.  These methods are specified in Error! Reference source not found..

	SOAP
	A standard XML-based syntax used here to encode remote procedure calls.  Specifically SOAP 1.1, as specified in Error! Reference source not found..

	HTTP
	HTTP 1.1, as specified in Error! Reference source not found..

	TLS
	The standard Internet transport layer security protocol.  Specifically, TLS 1.2 (Transport Layer Security) as defined in Error! Reference source not found. (or a later version).  Note that previous versions of this specification referenced SSL 3.0 and TLS 1.0.

	TCP/IP
	Standard TCP/IP.


Table 1 – Protocol layer summary

5.1.4.1.2
IPDR Protocol

The IPDR reference architecture is presented in Figure 7, which depicts a Service Element communicating to an IPDR Recorder that sends messages to the IPDR Transmitter and optionally to an IPDR Store.  The IPDR Transmitter is responsible for sending messages to the BSS (a.k.a. Business Management System in the reference diagram).  For the purposes of this implementation, the “E” and “F” interfaces supporting multi-party settlement are ignored.

[image: image8]
Figure 7 – IPDR Reference Architecture

From the perspective of the Broadband Forum and this Error! Unknown document property name., the CPE is the Service Element and IPDR Exporter, and the IPDR Collector is the BSS.  The IPDR documentation clarifies that the following scenario, where the Service Element directly communicates to the BSS, is valid and simply means that the IPDR Recorder and IPDR Transmitter (collectively the IPDR Exporter in this use case) are all incorporated into the Service Element.  The Service Element is permitted to directly interface with the BSS if it supports the “D” interface specifications including backing stores and retransmission of IPDR documents.
[image: image9.png]



Figure 8 – Simplified IPDR Architecture
5.1.4.1.2.1
IPDR Nodes

Service Elements (SE) : The equipment and software that collects data and delivers it to an IPDR Recorder.  For our purposes, this is the CPE.
IPDR Recorder (IR) : An entity that collects information from the SE and generates IPDR data from that information.  For our purposes, this entity is contained within the CPE.
IPDR Store (IS) : An optional entity that persists IPDR data sent from an IR and delivers it as needed to an IT.  For our purposes, this optional entity is not required.
IPDR Transmitter (IT) : An entity that builds, organizes, and then delivers IPDR documents to a BSS.  For our purposes, this entity is contained within the CPE.
Business Support System (BSS) : An entity that collects IPDR documents and utilizes them in some fashion.  For our purposes, this entity is the IPDR Collector that either retrieves the IPDR documents or has the IPDR documents pushed to it.
5.1.4.1.2.2
IPDR Reference Points

The IPDR Reference Model identifies 6 interfaces and includes definitions for 4 of them:
	Interface
	Description

	A
	Vendor proprietary. High-volume with high granularity void of context. This interface is not part of the IPDR Protocol.

	B
	IPDR Data Interface.  From IPDR Recorders to IPDR Stores or IPDR Transmitters.

	C
	IPDR Store Export Interface. 

	D
	BSS Interface.  XML or XDR data from IPDR Exporter to IPDR Collector

	E
	Settlement Interface.  Connects Service Delivery Business Management Systems.

	F
	Financial System Interface.  This interface is not part of the IPDR Protocol.


Table 2 – IPDR Interfaces
From the perspective of the Broadband Forum and this Error! Unknown document property name., the D interface is the only one we are interested in as the SE contains the IR and IT (meaning that the A and B interfaces are all internal to the CPE).  The D interface is described in the IPDR File Transfer Protocol document and the IPDR Streaming Protocol document i.e. the two protocols that we talk about in the TR-157 BulkData component).  The IPDR File Transfer Protocol uses FTP or HTTP to transfer files that contain IPDR records from the SE to the BSS.  The IPDR Streaming Protocol uses SCTP or TCP to transfer IPDR records from the SE to the BSS using highly efficient XDR encoding as described in the IPDR/XDR Encoding Format document or an XML encoding as described in the IPDR/XML File Encoding Format document.
5.1.4.2
CPE to Device Protocol

The TR-069 proxy mechanism is designed to incorporate any protocol for area networks within the premise. The following protocols have been standardized or are currently in development:
· UPnP

· ZigBee

5.1.4.2.1
UPnP Proxy

In order to utilize the TR-069/UPnP DM proxy management solution as discussed in this document the following components of the solution require specific functionality as follows: 

· The CPE Proxier MUST be compliant with Annex J CWMP Proxy Management of TR-069 Amendment 4.
· The CPE Proxier should be consistent with Appendix I CPE Proxier Implementation Guidelines of TR-069 Amendment .
· The UPnP DM devices MUST support at least one of the following UPnP DM v1 Services: BMS, CMS or SMS. Support for the UPnP ManageableDevice (MD) as a container for these services is not required. 

The CPE Proxier consists of three logical modules: CWMP client, TR-069/UPnP DM Proxy Module and UPnP DM Control Point. CWMP requests received by the CWMP client from the ACS are translated by the TR-069/UPnP DM Proxy Module to the UPnP DM actions, and then passed to the UPnP DM Control Point to be sent to the UPnP DM devices. When an UPnP action response or event is received by the UPnP DM Control Point, the action response and event is passed to the TR-069/UPnP DM Proxy Module to be converted to a CWMP response or sent to the ACS using the CWMP event notification mechanism.
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Figure 9 TR-069/UPnP DM Proxy Management Architecture
5.1.4.2.2
ZigBee Proxy

Figure 10 and Figure 11 present the principle and an example basic sequence for the management of ZigBee devices by using TR-069 with the ZigBee data model.

The ZigBee devices reside behind a GW and communicate with the ACS via this GW. The GW resides normally in a CPE such as a broadband router (home gateway or business gateway). The GW has a proxy function to change a CWMP message to a ZDO function invocation based on the ZigBee data model object. The proxy function changes messages by referring to a mapping of ZigBee data model objects and CWMP methods to ZDO functions and their parameters. A management example is shown in Fig. 5.
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Figure 10 – Usage of the data model to manage ZigBee devices with TR-069

[image: image12]
Figure 11 – Example sequence diagram of ZigBee management with TR-069
This example shows how the ACS gets a ZigBee device’s network address by using TR-069 communication based on the ZigBee data model. The ACS sends a CWMP message which includes the “GetParameterValues” as a method and the part of the ZigBee data model “Device.ZigBee.ZDO.{i}.NetworkAddress”, which refers to the network address, as a parameter name. The proxy function in the GW changes the received message to a ZDO handling message to call some ZDO function on the ZC. The ZC manages the ZigBee devices according to the called ZDO function and sends the result (the searched network address, in this case) to the proxy. The proxy function changes the ZDO management result to a CWMP message which is denoted in Figure 11 as “GetParameterValuesResponse”. The name of the parameter list is “Device.ZigBee.ZDO.{i}.NetworkAddress” and the value of the parameter list is “0x0fE3” (network address instance).
5.1.5
Functions

The TR-069 family of specifications is intended to support a variety of functionalities to manage a collection of devices, including the following primary capabilities:

· Auto-configuration and dynamic service provisioning

· Software/firmware image management

· Software module management

· Status and performance monitoring

· Diagnostics 
· Proxy Management

· Bulk data collection
6
oneM2M requirements reference

Editor’s Note: The chapter lists all the requirements related to management in oneM2M and analyzes how the technologies can fulfil the requirements. The chapter also gives reference to the specification of the analyzed technologies. The table below gives cross reference to the requirements and the technologies. The matrix represents whether or not the technology can fulfil the requirement. At the same time, in the following chapters, detailed description of the depth of how well the technology can fulfil the requirement should be shown.
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Architecture design guidance
Editor’s Note: Based on the work in WG2, the chapter evaluates how the analyzed technology can help the designing of the architecture in order to fulfil the requirements in oneM2M, and the restrictions of the analyzed technologies as well.
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