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----------------------------------------------- 1st Change ------------------------------------------------------
2.2
Informative references
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[i.1]
ETSI TS 102 690: "Machine-to-Machine communication (M2M): Functional architecture".
[i.2]
ETSI TR 101 584: "Machine-to-Machine communication (M2M): Study on Semantic support for M2M Data".
----------------------------------------------- 2nd Change ------------------------------------------------------
3.1
Definitions
Abstraction: The process of mapping between a set of Device Application Information Models and an Abstract Application Information Model according to a specified set of rules.
Attribute: (also called “property”, “characteristics”, “characteristics”)
Example: Name, Time, Location

----------------------------------------------- 3rd Change ------------------------------------------------------
6
Abstraction Technologies
6.1
Overview
6.2
Introduction of Existing Technilogies
6.2.x
Introduction to ETSI M2M Device Abstraction
6.2.x.1
Architecture
Native devices (type d) can host several applications. For example, a ZigBee device can have several on/off switches. Each switch is a distinct application and needs to be registered to the Gateway as well as the Network. As specified in the TS 102 690 [i.1] section 6.1, the GIP capability provides interworking between non ETSI compliant devices and the GSCL. 

Figure 1 [i.2] shows a high-level architecture for supporting device abstraction. Native devices (e.g. ZigBee devices) are first registered in the GSCL as native applications through the GIP capability. These native applications are then abstracted in corresponding abstract resources through a capability supporting device abstraction, which is called the Gateway Resource Abstraction (GRA) capability. Both native and abstracted applications are then registered (or announced) to the NSCL via mId interface. Both GSCL and NSCL have abstract resources in their resource tree. 

This architecture provides both legacy M2M applications, which have access network specific knowledge, and standard M2M applications to have an access to native resources. The legacy M2M applications can access through the native applications while the standard M2M applications do through the abstracted resources. 
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Figure 1 High-level architecture for supporting device abstraction

6.2.X.2
Interworking with legacy devices (d) through abstract devices
The following figure provides a resource-entity model that represents an M2M area network. In this model, each device in the network has native data and methods which are provided via access network-specific interfaces to applications. In order to provide interworking with M2M network applications that do not understand access specific technologies, the model defines an abstract application and linked it to its native application. 

Since not all native applications are directly mapped to an abstracted application, the model provides 1 (native application) to 0..n (abstract application) relationship. All child entities of both native and abstract application such as interface, data field and method have the same 1 to 0.n relationship. 
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Figure 2 Generic entity-relation diagram for an M2M Area Network and its resources

This entity-relation diagram is applicable to the following M2M Area Networks: 

· ZigBee

· DLMS/COSEM

· Zwave

· BACnet

· ANSI C12

· mBus 

Native resource. 
Native resource is an Application resource specified in the TS 102 690 that shall store network specific information about the Application. Same as application resource, native resource is created as a result of successful registration of an Application with the local SCL. M2M network applications that understand network specific information can interwork with legacy devices (d) through this native resource.

Abstract resource. 
An abstracted resource shall point to the native resource hosted in another SCL or in the same SCL. The abstracted resource is a virtual resource which consists of a set of generalized attributes instead of local area network specific attributes, such as, the searchStrings, the abstractLink to the original resource, a set of genericCommands, which are visible to applications (e.g. toggle, on and off), and the accessRight. The purpose of the abstracted resource is to represent the original resource without any network-specific information, so that the issuer does not need to know about any prior knowledge of the used underlying network technology. An abstracted resource itself shall be considered the same as other native resources that are located in the same SCL. When an abstracted resource is discovered, it returns a direct reference to the native resource. 

6.2.X.3
Gateway Resource Abstraction (GRA) Capability
At start-up of forming a local area network, the GIP capability detects new devices that have joined the network and creates original M2M resources on GSCL, which are specific to the local network technology. When the GIP capability creates the original resources, the GRA capability detects new resources, creates their corresponding abstract resources and registers them in proper SCLs. 

The GRA Capability in the M2M Gateway is an optional capability, i.e. deployed when needed/required by policies.

The GRA Capability provides the following functionalities:

· Detects any additions of new native resources in the GSCL. 

· Generates an abstracted resource from the native resource, which is non ETSI compliant resource. 

· Links native resources to their corresponding abstract resources. 

· Registers abstract resources to the NSCL. 

· Subscribes to native resources to be notified any updates. 

· Synchronize abstracted resources to their native resources. 

· Provides functional mapping between the abstracted information (i.e. generic attributes and commands) and the underlying network specific information. 

· GRA may either be an internal capability of GSCL or an application communicating via reference point dIa with GSCL. GRA can also be merged with the xIP (i.e. GIP, NIP and DIP) capability, so that provides resource abstraction and interworking capabilities together. 
6.2.X.4
Subscription of Abstract Resources
Any xA in the ETSI M2M architecture should be able to create a subscription to an abstract resource. The xSC is responsible for managing the subscription. Any xA that subscribes to an attribute value can be notified when the value changes. 
6.2.X.5
Mapping Principle
This section describes the mapping principles that are used to map a generic M2M abstract resource into a native M2M resource. There exist two ways of describing an abstract device. The first one is to consider each abstract device as an application. The second mapping method uses the subcontainers resource so that each abstract device is considered as a container resource and registered to the network application where they are belonging to.
Representing the M2M Area Network using Link: Each abstract application belonging to a Device (N.B.: they are not ETSI M2M Applications) is modeled with an ETSI M2M <abstract-application> resource. The URI used to access this <abstract-application> resource has the following format:

<sclBase>/applications/<networkX_deviceY_abstract-applicationZ>

The <abstract-application> resource contains an ETSI M2M <container> sub resource. The URI used to access this <container> resource has the following format:

<sclBase>/applications/<networkX_deviceY_abstract-applicationZ>/containers/descriptor

The <container> resource contains one or more <contentInstance> sub resource. The “content” attribute of this sub resource contains the representation of the Application. In particular, since an Application can implement several Interfaces, each of them modeled with ETSI M2M resources (see next bullet for description), the “content” attribute of the <contentInstance> resource may contain the URIs of the ETSI M2M resources representing these Interfaces. The URI used to access the <contentInstance> resource containing the current representation of the Application has the following format:

<sclBase>/applications/<networkX_deviceY_abstract-applicationZ>/containers/descriptor/contentInstances/latest

The <contentInstance> resource pointed by the “latest” attribute of  the contentInstances resource contains always the current representation of the Device.

Each Data Field and each Method belonging to an Abs_Interface is generalized from their corresponding native Data Field and method. Same as to the native one, they can be mirrored or retargeted. 

If the Data Field or the Method is mirrored the ETSI M2M <abstract_application> resource modeling the Application contains an ETSI M2M <container> sub resource for each interface element mirrored (either Data Field or Method). The URI used to access this <container> resource has the following format:

<sclBase>/applications/<networkX_deviceY_abstract-applicationZ>/containers/<abs_interfaceW_datafieldN>

or

<sclBase>/applications/<networkX_deviceY_abstract-applicationZ>/containers/<abs_interfaceW_methodM>

The <container> resource contains one or more <contentInstance> sub resource. The “content” attribute of this sub resource contains the representation of the Data Field or the Method; for the Data Field it is its value, for the Method it is the actual parameters used for a Method invocation or the result of a Method invocation. The URI used to access the <contentInstance> resource containing the current representation of the Data Field or the Method has the following format:

<sclBase>/applications/<networkX_deviceY_abstract-applicationZ>/containers/<abs_interfaceW_datafieldN>/contentInstances/latest

or

<sclBase>/applications/<networkX_deviceY_abstract-applicationZ>/containers/<abs_interfaceW_methodM>/contentInstances/latest

The ETSI M2M <abstract_application> also has a link to its native <application>. The URI used to access the <native_application> resource containing the native representation of the resource has the following format: 

<sclBase>/applications/<networkX_deviceY_native-applicationZ>

Figure 3 provides an overview of the resources used to model an example of an abstract device. 
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Representing abstract device using subcontainers:In this representation method, the “subcontainers” resource can be used instead of the link. The subcontainers resource is a resource that is used to represent a collection of sub-container <container> resources. Since the subcontainers resource links a <container> resource with sub-container <container> resources, e.g. ../containers/<parentcontainer>/subcontainers/<container>, all abstract devices and original devices are represented as a container. 

For example, in the representation using subcontainers, each device regardless of type (i.e. abstract or original) is described as a container and included in the subcontainers of the M2M Area Network application resource. The URI used to access the <container> resource of an abstract device Y has the following format: 


<sclBase>/applications/<networkX >/subcontainers/<networkX_deviceY_abstract_container>

while the <container> resource of an original device Y has the following format: 


<sclBase>/applications/<networkX >/subcontainers/<networkX_deviceY_container>
The <subcontainers> resource contains one or more containers for devices. Figure 2 provides an overview of the resources used to model an example of an abstract device using the subcontainers resource:
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Figure � SEQ Figure \* ARABIC �3� Linking an abstract resource to its native resource based on the ETSI M2M resource architecture
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Figure � SEQ Figure \* ARABIC �4� Mapping of an abstract device to the ETSI M2M resource architecture using the subcontainers resource
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