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1
Scope

The present document describes and collects the state-of-art of the existing technologies on management capability, evaluates if the technologies can match the requirements defined in oneM2M, analyzes how the technologies can leverage the design of the architecture of oneM2M.
Editor’s note: the title of this TR needs further study to e.g. seperate the management of application and device.
2
References

References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references,only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.

2.1
Normative references

Not applicable.

2.2
Informative references
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
· Use the EX style, add the letter "i" (for informative) before the number (which shall be in square brackets) and separate this from the title with a tab (you may use sequence fields for automatically numbering references, (see example).

3
Definitions, symbols, abbreviations  and acronyms
3.1
Definitions

For the purposes of the present document, the [following] terms and definitions [given in ... and the following] apply:

<defined term>: <definition>

<defined term>[N]: <definition>

example 1: text used to clarify abstract rules by applying them literally

NOTE:
This may contain additional information.

3.2
Symbols

For the purposes of the present document, the [following] symbols [given in ... and the following] apply:
Mc
The interface between the management server and the management client. This interface can be realized by the existing device management technologies such as BBF TR-069, OMA DM, etc.

Ms 
The interface that is exposed by the management server in the underlying network domain or in the M2M service domain for use by other systems. Using this interface, the systems can perform management operations on devices through the management server.

3.3
Abbreviations

For the purposes of the present document, the [following] abbreviations [given in ... and the following] apply:

3.4
Acronyms

For the purposes of the present document, the [following] abbreviations [given in ... and the following] apply:

7
oneM2M Architectural Considerations
7.1
Introduction
This chapter evaluates whether utilisation of the analysed management technologies, to fulfil the oneM2M management related requirements, results in any architectural recommendations or potential constraints to the oneM2M architectural design. This chapter also highlights any restrictions that the oneM2M architecture potentially places on utilisation of the analysed management technologies within oneM2M.
7.2
Current Management Deployment Scenarios

This section describes the common deployment scenarios that exist today for deployments of the Device Management technologies listed in this TR. 

7.2.1
Managed Device Using Network Operator Management
When discussing M2M Device Management deployment scenarios we must review the Device Management deployment scenarios that exist today in the underlying network operator’s communication network. In the scenario depicted below the underlying network operator has, other than the end user, exclusive control of the resources within the device. Also in this deployment scenario, the device management technologies described in the TR utilize a management client in the device that connects to the underlying network operator’s management server. Typically there is one instance of the management client within the device that connects to one management server controlled by the underlying network operator. In several of the device management technologies the management client in the device offers a proxier capabability that provides the underlying network operator with the capability to manage devices that do not have their own management client. The underlying network operator’s Operational Support System(s) (OSS) manage devices through their interaction with the underlying network operator’s management server. 

The underlying network operator ensures exclusive control of the resources within the device by providing device firmware and software that have been approved for use by the underlying network operator. 
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Figure 1 - Device Management in the Communication Network

7.2.2
Managed Device Using Service Provider Management
With the introduction of the M2M System a new stakeholder, the M2M Service Provider, also requires control of resources of the device. In this scenario depicted below, the M2M Service Provider controls all or selected resources of the device via its own management server which may be part of the M2M Service Platform. In this scenario the underlying network operator ensures that the M2M Service Provider has control of underlying network operator restricted resources using an out-of-band responsibility delegation mechanism. The delegation mechanism utilized is usually a certification process by the underlying network operator of the firmware and software that is downloaded on the device by the M2M Service Provider. The process of certifying the software and firmware of the device is outside the scope of this TR.
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Figure 2 - Service Provider Controlled Devices

7.3
Possible Future Management Deployment Scenarios

This section describes common deployment scenarios that are expected to exist in the future for deployments of the Device Management technologies listed in this TR in addition to the ones described above.
7.3.1
Shared Managed Device Using Network Operator Management
In some scenarios, the underlying network operator and the M2M Service Provider share control of the device by utilizing the underlying network operator’s management server. The underlying network operator restricts which resources the M2M Service Provider can control by exposing the capabilities from the management server to the M2M Service Platform. Typically this is performed by providing the M2M Service Provider an account, with appropriate access control to the resources, within the underlying network operators management server. 
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Figure 3 - Shared Control via Network Operator Management Server
7.3.2
Shared Managed Device Using Separate Management

In this scenario the underlying network operator and the M2M Service Provider share control of the device by utilizing separate management servers as depicted by the below figure. It should be noted that some technologies (e.g., TR-069) cannot implement the scenario as a management client can only connect to one management server. In this scenario, the authorization enforcement point can be implemented within the device using the access control list features of the device management technologies or in the M2M Service Platform. Regardless of the enforcement point, the network operator restricts control to the network operator controlled resources by certifying the firmware and software that is placed on the device. 
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Figure 4 - Shared Control via Separate Management Servers

7.3.3
Federated Managed Device Using Separate Management
In some M2M Devices, the control of resources in a device is federated within separate operating environments of the device as depicted by the figure below. This scenario is typical of devices with multiple CPU complexes where one complex is dedicated to the access network termination functions (e.g., machine termination) while another CPU complex is dedicated to application functions. One important point of this type of deployment scenario is fact that there are multiple management clients where a management client is assigned to the M2M Service Provider’s management server and another management client is assigned to the underlying network operator’s management server.
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Figure 5 – Federated Managed Device
7.3.4
Conclusions To Guide the Device Management Architecture
The deployment scenarios described in the Section 7.2 allows several conclusions can be described to guide the development of the device management architecture in M2M Systems. These conclusions are:

· The M2M Service Provider manages resources in a device by:

Utilizing the Network Operator's management server to access resources in the device
Operating a separately owned management server that allows access to resources in the device. In this case, a separate management client might exist in the device to which the M2M Service Provider’s management server connects.
· The M2M Service Platform reaches the Network Operator or M2M Service Provider management server through the Z reference point
· Resources within a device are owned by either the Network Operator or the M2M Service Provider access to the resource is controlled by:

Certifying the firmware or software that is used on the device
Utilizing the access control mechanisms of  the device management technologies (e.g., accounts, delegation, access control lists) 
7.4
Management Generalized Architectural Framework

Huawei – Complete this section as well as 7.4.1 if relevant.
7.4.1
Device Management Function Architectural Responsibilities
The DMF is deployed within various Nodes within the oneM2M Architecture. The DMF has a set of common capabilities regardless of the type of node as well as capabilities that are specific to the type of node that the DMF is deployed upon. This section describes the architectural responsibilities for the DMF deployed on M2M nodes.
7.4.1.1
Common Node Responsibilities
Need to consider things like access rights (authorization), discovery, grouping, diagnostic execution, alarms.
Also look at Annex B.1 of ETSI functional architecture for more possible responsibilities of a Node.
7.4.1.2
Infrastructure Node Responsibilities
Need to consider on an  infrastructure node interaction is with servers

7.4.1.3
Intermediate Node Responsibilities
Need to consider on an intermediate Node interaction is with the clients and possibly servers.
7.4.1.4
End Node Responsibilities
Need to consider that on an end node the interaction is with the clients.

7.4.2
Architectural Framework Across the X Reference Point

The X reference point describes how M2M Applications communicate with CSFs within a CSE using messaging capabilities defined for the X reference point. In the case of the DMF, M2M Applications communicate with the DMF using a representation exposed by the DMF that is common between the Device Management technologies utilized by the M2M System. For example, the capability to reboot a device is exposed to the M2M Application using a representation that is independent of the device management technology (e.g., TR-069, OMA-DM). By using a common representation toward the M2M Application across the X reference point, M2M Applications interact with the M2M System independent of the a specific Device Management Technology. In addition, the M2M capabilities (e.g., Security) exposed by the M2M System across the X reference point are integrated within the DMF as with other CSFs. Of particular note to the DMF is the Authorization capability exposed by the X reference point. The DMF utilizes the Security CSF to authorize management requests by M2M Application across the X reference point. Because the X reference point utilizes a common representation and the Security CSFs authorization capabilities, the DMF must adapt the mechanisms of the M2M System into the protocol of the Device Management technology.This adaptation is exposed across the Z reference point and is described in greater detail in Section 7.3.4.
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Figure 6 - Device Management Across X Reference Point
7.4.3
Architectural Framework Across the Y Reference Point

LGE fill in this section
7.4.4
Architectural Framework Across the Z Reference Point

LGE fill in this section
7.5
Technology Considerations

This section of the document describes the technological considerations for each device management technology as it relates to implementing the technology within the architectural framework describes in Section 7.3 and the deployment scenarios described in Section 7.2.
7.5.1
OMA DM 1.x
Huawei fill in this section

7.5.2
TR-069 Family of Specifications
ALU fill in this section

7.5.3
OMA LWM2M

LGE fill in this section

7.5.4
OMA DM 2.x

LGE fill in this section
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