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This contribution proposed to describe server usage setting.
AE need to have a set of parameters to use the oneM2M in advance. 

When the provisioning system is not provided, those parameter shall be given by out-of-bound or as the factory installed.

This contribution proposed to define the set of parameters to start Service Usage.

---Change 1 STARTS---
6.1.4 Security Administration

The Security Administration service shall provide functions to manage the Security functions, resources and attributes. This shall include management of resources provided via the secure environment. In addition it should provide functions to manage sensitive data with their associated identifiers and subscriptions on behalf of other entities. Security administration is therefore dependent upon the type of secure environment being used (independent hardware module, integrated trusted execution environment or software protection). Depending on the type of Secure Environment, distinct existing standards may be used for remote administration of those SEs.

6.1.4.1 Security Pre-Provisioning

Several sensitive data and associated objects are often configured by pre-provisioning the secure environment prior to deploying the M2M device it is associated with. 

UICCs specified in ETSI TS 102 671 [23] are comonly used for such purpose because their use is required to access some underlying networks, they provide a high security level, and they offer an interoperable transport interface specified in ETSI TS 102 221 [24]. An interoperable oneM2M provisioning framework relying on this interface is specified in Annex D.

6.1.4.2
Remote security administration of SE

The Security Administration service may provide mechanisms for remote security administration of sensitive data and security functions of M2M field domain nodes, reusing mechanisms provided by existing standards where appropriate. However, since remote security administration requires the target information to be remotely modifiable, hardware based protection is required to protect such security information from remote software hacking of the device: This is the purpose of the  Secure Environment. Remote security administration differs from standard device management by the requirement that the secure channel established with the administration server shall have its endpoint in the Secure Environment of the M2M Node. 

The choice of a Secure Environments is guided by a risk analysis considering all layers of an M2M application, though it should leverage where possible on capabilities provided by the M2M Service Layer or the Underlying Network, e.g. UICC in 3GPP networks. Applicable remote administration protocols are therefore dependent on the risk level of each M2M application and not just on the underlying network technologies. Widespread technologies that enable remote security administration for the different security levels distinguished in oneM2M TR-0008 [i.6] are considered in Annex C.  

In case the Secure Environment relies on software protection only, remote security administration of the following data should be possible only when remote access by potential attackers can be controlled:

· 
Private key and associated identifiers

· 
Long-term shared symmetric key (compared to expected lifetime of the M2M node) and associated identifiers

·  
Any process and parameters thereof that manipulates to the above information, i.e. security functions. 

6.1.4.3
Bootstrapping

Bootstrapping is the post-provisioning of the essential information for the service layer security between an Application Service/Middle Node and the Infrastructure Node of a chosen M2M Service Provider. The essential security information includes the security credentials, the identifiers and access control information. The bootstrapping component relies on an external M2M Enrolment Function to establish appropriate credentials. 

6.1.4.3.1
Network-based Bootstrapping

For scenarios where the M2M Service Provider and the operator of an underlying network have an agreement to use the underlying network credentials as the basis for the bootstrapping of a root credential shared between an Application Service/Middle Node and an Infrastructure Node (including the case that the M2M Service Provider and the operator of an underlying network are actually the same entity), GBA procedure specified in [13] may be used to perform bootstrapping with that M2M Service Provider.

It is important that this feature is used only within the scope of an appropriate agreement between the M2M Service Provider and the operator of the underlying network. The normative text in clause 8.3.3 implicitly assumes that such an agreement is already in place. Since the present document is a technical specification, it does not address the details of such an agreement.

6.1.4.3.1.1
GBA-based Bootstrapping
The GBA procedure as specified in [13] shall be used for scenarios where the operator of an underlying network supports GBA infrastructure, e.g. 3GPP or 3GPP2, and the underlying network credentials are to be used as the basis for the post-provisioning of root credential shared between an Application Service/Middle Node and an Infrastructure Node.

The root credential shared between an M2M Application Service/Middle Node and an Infrastructure Node is a symmetric shared long term master credential.

Clause 8.3.3 specifies how the long term master credential is obtained using the GBA framework.

6.1.4.3.2
PKI-Based Bootstrapping

For scenarios where post- provisioning of a root credential should be independent of underlying network credentials, a Public Key Infrastructure (PKI)-based Bootstrap may be used for the post- provisioning of a master credential shared between an Application Service/Middle Node and an Infrastructure Node.

PKI-Based bootstrap applies TLS (RFC 5246 [5]) or DTLS (RFC 6347 [6]) using both server Certificates and client Certificates to perform mutual authentication and derivation of the resulting master credential.

6.1.4.3.3
Using Pre-shared key 
For scenarios where the master credential is exchanged between Originator and Receiver using out-of-bound method.
The pre-shared key information shall be consist of following parameters:

· Originator-ID: AE-ID or CSE-ID depending type of the Node
· Server URL: the URL to access the oneM2M System
· Subscriber-ID: Subscriber ID which is associated with the Originator-ID 

· Identity: the string which is used as  the Identity in Authentication is required
· Credential: the opaque master credential to be shared

· Type of credentials: PSK (fixed-value for Initial Release)
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