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 Introduction

Clean up version.
-----------------------Start of change 1-------------------------------------------
1.1.1. Resource Type locationPolicy

1.1.1.1. Introduction
The <locationPolicy> resource represents the method for obtaining and managing geographical location information of an M2M Node. The detailed description can be found in the clause 9.6.10 in [6].

The resource specific attributes information is defined in the annex A.

Table 7.3.10.1-1 Data Type Definition of AE

	Data Type ID
	File Name
	Note

	locationPolicy
	TBD
	XSD schema for locationPolicy resource

	locationPolicy
	TBD
	JSON schema for locationPolicy resource



	
	
	

	
	
	



Table 7.3.9.1‑2: Applicable Common Attributes on [locationPolicy]

	Attribute Name
	Optionality 
	Default Value
	Resource Specific Note

	
	C
	R
	U
	D
	
	

	resourceType
	NP
	O
	NP
	NP
	“locationPolicy”
	

	resourceID
	NP
	O
	NP
	NP
	None
	

	parentID
	NP
	O
	NP
	NP
	None
	

	expirationTime
	O
	O
	O
	NP
	Default is determined by Hosting CSE policy
	

	accessControlPolicyIDs
	O
	O
	O
	NP
	Default is determined by Hosting CSE policy
	

	creationTime
	NP
	O
	NP
	NP
	None
	

	lastModifiedTime
	NP
	O
	NP
	NP
	None
	

	Labels
	O
	O
	O
	NP
	Empty
	

	announceTo
	O
	O
	O
	NP
	None
	

	announceAttribute
	O
	O
	O
	NP
	None
	


Table 7.3.9.1‑3: Data Types for resource specific attributes

	Attribute Name
	Optionality 
	Data Type
	Default Value and Constraints

	
	C
	R
	U
	D
	
	

	locationSource
	M
	O
	NP
	NP
	m2m:locationSource
	

	locationUpdatePeriod
	O
	O
	O
	NP
	xs:duration
	

	locationTargetId
	O
	O
	NP
	NP
	m2m:nodeId
	

	locationServer
	O
	O
	NP
	NP
	xs:anyURI
	

	locationContainerID
	NP
	O
	NP
	NP
	xs:anyURI
	

	locationContainerName
	O
	O
	O
	NP
	xs:string
	

	locationStatus
	NP
	O
	NP
	NP
	xs:string
	


Table 7.3.9.1‑4: Reference of child resources

	Child Resource Type
	Name
	Multiplicity
	Ref. to in Resource Type Definition

	<subscription>
	[variable]
	0..n
	Clause 7.3.7


1.1.1.2. Operations
This clause describes locationPolicy resource specific primitive behaviour for CRUD operations. 
1.1.1.2.1. Create
Originator: 
No change from the generic procedures in clause 7.2.1.2.1.


Receiver: 
The procedure of the Receiver written in the clause 7.2.1.2.2 (from Recv 1.0 to Recv 6.5) shall be the same as initial steps. The following steps are the <locationPolicy> resource type specific procedure for CREATE operation.

1. After the successful creation of <locationPolicy> resource, the Hosting CSE shall create <container> resource where the actual location information will be stored and the resource shall contain cross-references for the both resources locationContainerID attribute for the <locationPolicy> resource and locationID attribute for the <container> resource. The name of the created <container> resource shall be determined by the locationContainerID attribute if it is applicable.

2. Check the locationSource and locationUpdatePeriod attributes:
A. If the locationSource attribute is set by 'Network Based' and locationUpdatePeriod attribute is set by any duration value (higher than 0 second), then continue with the step 3.
B. If the locationSource attribute is set by 'Device Based' and locationUpdatePeriod attribute is set by any duration value (higher than 0 second), then continue with the step 4.
C. If the locationSource attribute is set by 'Sharing Based' and locationUpdatePeriod attribute is set by any duration value (higher than 0 second), then continue with the step 5
3. The Hosting CSE shall retrieve the locationTargetID and locationServer attributes from the stored <location Policy> resource.
In case either the locationTargetID or locationServer attribute cannot be obtained, the hosting CSE shall reject the request with the Response Status Code defined in clause 6.5.
Then, the Hosting CSE shall transform the location-acquisition request into Location Server request [i.3], using the attributes stored in <locationPolicy> resource. The Hosting CSE shall also provide default values for other required parameters (e.g. quality of position) in the Location Server request according to local policies. 

The Hosting CSE shall send this Location Server request to the location server using, for example, OMA Mobile Location Protocol [i.5] and OMA RESTful NetAPI for Terminal Location [i.3]. The location server performs positioning procedure based upon the Location Server request. Then continue with the step 6.

Based on the period information, locationUpdatePeriod attribute, this step can be periodically repeated or the location server can only notify the Hosting CSE of location information that performs periodically.
NOTE 1:
The location server performs the privacy control and only responds successfully if the positioning procedure is permitted.
NOTE 2:
The detail information on how the Location Server request message is converted into OMA RESTful NetAPI for Terminal Location message is described in annex G..

4. The Hosting CSE shall perform positioning procedure using location determination modules and technologies (e.g. GPS). Then continue with the step 6.
Based on the period information, locationUpdatePeriod attribute, this step can be periodically repeated.

NOTE 3:
The Hosting CSE can utilize the internal interface (e.g. System Call) to communicate with the modules and technologies. The detail procedure is out-of-scope.
5. The Hosting CSE shall collect information of topology of M2M Area Network using <node> resource and find the closest Node from the Originator that has registered with the Hosting CSE and has location information. The closest Node is determined by the minimum hop based on the collected topology information.
A. If the Hosting CSE can find the closest Node from the Originator, the location information of the closest Node shall be stored as the location information of the Originator into a <contentInstance> resource under the created <container> resource.
B. If the Hosting CSE cannot find the closest Node from the Originator, the location information of the Hosting CSE shall be stored as the location information of the Originator into a <contentInstance> resource under the created <container> resource.

6. The Hosting CSE shall receive the corresponding response and transform it into a Response primitive. 
A. If the positioning procedure is failed, the Hosting CSE shall store a statusCode based on the error code (i.e., request is unauthorized) received by the location server in the locationStatus attribute in the created <locationPolicy> resource.
B. If the positioning procedure is successfully complete which means that the Hosting CSE acquires the location information, The Hosting CSE shall store the acquired location information into a <contentInstance> resource under the created <container> resource.
7. Recv-6.6
8. Recv-6.7

1.1.1.2.2. Retrieve
Originator:
No change from the generic procedures in clause 7.2.1.2.1.

Receiver:
No change from the generic procedures in clause 7.2.1.2.2.



1.1.1.2.3. Update
Originator:
No change from the generic procedures in clause 7.2.1.2.1.

Receiver:
No change from the generic procedures in clause 7.2.1.2.2.



1.1.1.2.4. Delete
Originator:
No change from the generic procedures in clause 7.2.1.2.1.


Receiver:
The procedure of the Receiver written in the clause in clause 7.2.1.2.2. (from Rcv-D-1.0 to Rcv-D-10.0) shall be the same as initial steps. A following step is the <locationPolicy> resource type specific procedure for DELETE operation.

1. Once the <locationPolicy> resource is deleted, the Receiver shall delete the associated resources (e.g. <container>, <contentInstance> resources). If the locationSource attribute and the locationUpdatePeriod attribute of the <locationPolicy> resource has been set with appropriate value, the Receiver shall tear down the session. The specific mechanism used to tear down the session depends on the support of the Underlying Network and other factors.
-----------------------End of change 1---------------------------------------------
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