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Introduction

At the Interoperatbility Test event in September it has been found that the notificationCongestionPolicy attribute of the <CSEBase> resource as defined in clause 9.6.3 of TS-0001 has been missed in TS-0004. 

Clause 9.6.3 of TS-0001 defines this notificationCongestionPolicy attribute as follows
	notificationCongestionPolicy
	0..1
	RO
	This attribute applies to CSEs generating subscription notifications. It specifies the rule which is applied when the storage of notifications for each subscriber (an AE or CSE) reaches the maximum storage limit for notifications for that subscriber. E.g. Delete stored notifications of lower notificationStoragePriority to make space for new notifications of higher notificationStoragePriority, or delete stored notifications of older creationTime to make space for new notifications when all notifications are of the same notificationStoragePriority.


This CR adds this attribute to TS-0004. It is suggested here to define a new enumerated data type m2m: notificationCongestionPolicy with two possible settings, corresponding to the above cited text from TS-0001:  

1) Delete stored notifications of lower notificationStoragePriority to make space for new notifications of higher notificationStoragePriority 

2) delete stored notifications of older creationTime to make space for new notifications when all notifications are of the same notificationStoragePriority
The above two settings are just taken from the present definition in TS-0001. However, it needs to be discussed if these represent really two choices of sensible policy. 

If approved, the XSD files CDT-CSEBase-v2_2_0.xsd and CDT-enumerationTypes-v2_2_0.xsd require corresponding updates.

-----------------------Start of change 1-------------------------------------------

7.3.0 Resource Type <CSEBase>
7.3.0.1 Introduction

A <CSEBase> resource shall represent a CSE. This <CSEBase> resource shall be the root for all the resources that are residing on the CSE. The detailed description can be found in clause 9.6.3 in TS-0001 [6]).
Table 7.3.3.1‑1: Data type definition of <CSEBase> resource
	Data Type ID
	File Name
	Note

	CSEBase
	CDT-CSEBase-v2_2_0.xsd
	


The value of the parentID attribute for the <CSEBase> resource shall be an empty string since the <CSEBase> resource does not have a parent.
Table 7.3.3.1‑2: Resource Specific Attributes of <CSEBase> resource
	Attribute Name
	Request Optionality
	Data Type
	Default Value and Constraints

	
	
	
	
	

	cseType
	NP
	NP
	m2m:cseTypeID
	No default

	CSE-ID
	NP
	NP
	m2m:ID
	No default

	supportedResourceType
	NP
	NP
	list of m2m:resourceType
	No default

	pointOfAccess
	NP
	NP
	m2m:poaList
	No default

	nodeLink
	NP
	NP
	xs:anyURI
	No default

	notificationCongestionPolicy
	NP
	NP
	m2m: notificationCongestionPolicy
	No default


Table 7.3.3.1‑3: Child resources of <CSEBase> resource
	Child Resource Type
	Child Resource Name
	Multiplicity
	Ref. to Resource Type Definition

	<remoteCSE>
	[variable]
	0..n
	Clause 7.3.4

	<node>
	[variable]
	0..n
	Clause 7.3.18

	<AE>
	[variable]
	0..n
	Clause 7.3.5

	<container>
	[variable]
	0..n
	Clause 7.3.6

	<group>
	[variable]
	0..n
	Clause 7.3.13

	<accessControlPolicy>
	[variable]
	0..n
	Clause 7.3.2

	<subscription>
	[variable]
	0..n
	Clause 7.3.8

	<mgmtCmd>
	[variable]
	0..n
	Clause 7.3.16

	<locationPolicy>
	[variable]
	0..n
	Clause 7.3.10

	<statsConfig>
	[variable]
	0..n
	Clause 7.3.23

	<statsCollect>
	[variable]
	0..n
	Clause 7.3.25

	<request>
	[variable]
	0..n
	Clause 7.3.12

	<delivery>
	[variable]
	0..n
	Clause 7.3.11

	<schedule>
	[variable]
	0..1
	Clause 7.3.9

	<m2mServiceSubscriptionPolicy
	[variable]
	0..n
	Clause 7.3.19

	<serviceSubscribedAppRule>
	[variable]
	0..n
	Clause 7.3.29


-----------------------End of change 1-------------------------------------------

-----------------------Start of change 2-------------------------------------------

6.3.0.1.1 6.3.3.2.x  m2m:notificationCongestionPolicy

Used in <CSEBase> resource.

Table 6.3.3.2.x‑1: Interpretation of notificationCongestionPolicy
	Value
	Interpretation
	Note

	1
	Delete stored notifications of lower notificationStoragePriority
	Delete stored notifications of lower notificationStoragePriority to make space for new notifications of higher notificationStoragePriority

	2
	Delete stored notifications of older creationTime
	delete stored notifications of older creationTime to make space for new notifications when all notifications are of the same notificationStoragePriority


-----------------------End of change 2-------------------------------------------
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