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Introduction
This CR is add new feature multicast group according to the TS-0001.
R02:  Restructure sections base on comments from PRO 32.2
R03: Update the procedure base on the comments in PRO session.
-----------------------Start of change 1-------------------------------------------
2.2. Informative references

References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the reference document (including any amendments) applies.

The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[i.1]
oneM2M Drafting Rules (http://www.onem2m.org/images/files/oneM2M-Drafting-Rules.pdf)
[i.2]
Fielding, Roy Thomas (2000): "Architectural Styles and the Design of Network-based Software Architectures", Doctoral dissertation, University of California, Irvine.

[i.3]
OMA-TS-REST_NetAPI_NotificationChannel: "Open Mobile Alliance; RESTful Network API for Notification Channel", OMA-TS-REST_NetAPI_NotificationChannel-V1_0.

[i.4]
OMA-TS-MLP: "Open Mobile Alliance; Mobile Location Protocol", OMA-TS-MLP-V3_4-20130226-C Version 3.4.
[i.5]
W3C Resource Description Framework https://www.w3.org/RDF/.

[i.6]
W3C SPARQL Query Language for RDF https://www.w3.org/TR/rdf-sparql-query/.
[i.7]
IETF RFC 7515: "JSON Web Signature (JWS)", 2015.
[i.8]
IETF RFC 7516: "JSON Web Encryption (JWE)", 2015.
[i.9]
IETF RFC 7518: "JSON Web Algorithms (JWA)", 2015.
[i.x]                     IETF RFC 3171: “IANA Guidelines for IPv4 Multicast Address Assignments”, 2001

[i.y]                     IETF RFC 4291: “IP Version 6 Addressing Architecture”, 2006
-----------------------End of change 1---------------------------------------------
-----------------------Start of change 2---------------------------------------------
7.5.3
Multicast group procedures
7.5.3.1
Multicast group CREATE procedure
7.5.3.1.0  Common procedure


The Group Hosting CSE shall perform the following operations:  

1) The Group Hosting CSE shall check the multicastCapability attribute of each remote Member Hosting CSE’s <remoteCSE> resource.
a. If at least two remote Member Hosting CSEs support multicast capability MBMS, then the Group Hosting CSE shall create  3GPP  MBMS multicast group for the members that support MBMS multicast capability, and refer to 7.5.3.1.1; 
b. If at least two remote Member Hosting CSEs support multicast capability IP, then the Group Hosting CSE shall create IP multicast group for the members that support IP multicast capability, and  refer to 7.5.3.1.2;
· Table 7.5.3.1.0-1:  Elements of Multicast Group Information Data Object
	Element Name
	Description

	
	

	groupID
	Indicates the <group> resource identifier that the Multicast Group Information Data Object applies to.

	multicastType
	Indicates the type of multicasting supported by the group members. Different multicast types within one group shall be created as different data objects.

	externalGroupID
	It is used only for 3GPP MBMS multicast groups. Has the same value as the attribute externalGroupID of the related <localMulticastGroup> resources, see clause 7.4.xx. Different external Group IDs within one multicast type shall be created as different data objects.

	multicastAddress
	Has the same value as the attribute multicastAddress of the related <localMulticastGroup> resources, see clause 7.4.xx

	multicastGroupFanoutTarget
	Has the same value as the attribute multicastGroupFanoutTarget of the related <localMulticastGroup> resources, see clause 7.4.xx

	memberList
	Contains all the members of the memberLists of the related <localMulticastGroup> resources.

	groupServiceServerAddress
	It is used only for 3GPP MBMS multicast group. A group hosting CSE that supports MBMS Multicast will have this value provisioned by the 3GPP service provider. See TS-0001[6] clause 10.2.7.13.

	TMGI
	It is used only for 3GPP MBMS multicast group.Has the same value as the attribute TMGI of the related <localMulticastGroup> resources, see clause 7.4.xx

	TMGIExpiration
	It is used only for 3GPP MBMS multicast group. Indicates the duration of the TMGI expiration time. See TS-0001[6] clause 10.2.7.13.

	responseTimeWindow
	Has the same valued as the attribute responseTimeWindow of the related <localMulticastGroup> resources, see clause 7.4.xx




7.5.3.1.1
3GPP MBMS group creation procedure

The Group Hosting CSE shall perform the operations which are specified in clause 10.2.7.13.1 of TS-0001[6] and in clause 7.7.3.1 of TS-0026 [43]:

1) Get the externalGroupID of the <remoteCSE>  resource for each member whose externalGroupID exists, send 3GPP Allocate TMGI Request [51] to the group Service Server Address as local configuration over Mcn reference point. 
2) When the Group Hosting CSE receives the corresponding response from 3GPP network:

a) If the response indicates failure, then the Group Hosting CSE shall stop the multicast group create procedure.

b) If the response indicates success, then the Group Hosting CSE shall get the TMGI and TMGIExpiration from the response. 
3) Locally create a Multicast Group Information data object for each distinct externalGroupID: set its groupID to the value of the created <group>, assign the multicastType to MBMS, allocate a multicastAddress, set the externalGroupID to the same value as the externalGroupID of the <remoteCSE>  resources, set the memberList to the members that belong to this multicast group, set the groupServiceServerAddress to the value provisioned by the 3GPP service provider,  set the TMGI and TMGIExpiration to the values in the response from 3GPP network, set responseTimeWindow according to local policy. Assign a{fanout-segment} string, and set the multicastGroupFanoutTarget to /{groupHostingCSE-ID}/ {fanout-segment}. 

Note: For a guide to an allocation scheme of IPv4 and IPv6 multicast address spaces, reference may be made to standard documents such as RFC 3171 [i.x] and RFC 4291 [i.y].

4) Send a CREATE <localMulticastGroup> primitive to each Member Hosting CSE in the multicast group. 

a) Prepare the attributes of the <localMulticastGroup> resource according to the Multicast Group Information and send <localMulticastGroup> create request to each Member Hosting CSE in the multicast group. See clause 7.2.2.1.

5) When the Group Hosting CSE receives the corresponding response from each Member Hosting CSE:

a) If at least two Member Hosting CSEs respond successfully, the Group Hosting CSE shall remove the member ID(s) from the memberList for any Member Hosting CSEs whose response indicates failure.
b) If no Member Hosting CSEs responds successfully, the Group Hosting CSE shall delete the local Multicast Group Information data object.
c) If only one Member Hosting CSEs responds successfully, the Group Hosting CSE shall delete the local Multicast Group Information data object and send a <localMulticastGroup> delete request to that Member Hosting CSE. See clause 7.2.2.1
7.5.3.1.2
IP multicast group creation procedure

The Group Hosting CSE shall perform the operations which are specified in clause 10.2.7.13.1 of TS-0001[6]:
1) Locally create a Multicast Group Information data object: set its groupID to the value of the created <group>, assign the multicastType to IP,  allocate a multicastAddress,  set the memberList to the members that belong to this multicast group, set responseTimeWindow according to local policy. Assign a{fanout-segment} string, and set the multicastGroupFanoutTarget to /{groupHostingCSE-ID}/ {fanout-segment}. 
2) 
Note: For a guide to an allocation scheme of IPv4 and IPv6 multicast address spaces, reference may be made to standard documents such as RFC 3171 [i.x] and RFC 4291 [i.y].

3) Send a CREATE <localMulticastGroup> primitive to each Member Hosting CSE in the multicast group. 

a) Prepare the attributes of the <localMulticastGroup> resource according to the Multicast Group Information and send <localMulticastGroup> create request to each Member Hosting CSE in the multicast group. See clause 7.2.2.1

4) When the Group Hosting CSE receives the corresponding response from each Member Hosting CSE:

a) If at least two Member Hosting CSEs respond successfully, the Group Hosting CSE shall remove the member ID(s) from the memberList for any Member Hosting CSEs whose response indicates failure.
b) If no Member Hosting CSE responds successfully, the Group Hosting CSE shall delete the Multicast Group Information locally.
c) If only one Member Hosting CSEs responds successfully, the Group Hosting CSE shall delete the local Multicast Group Information data object and send a <localMulticastGroup> delete request to that Member Hosting CSE. See clause 7.2.2.1
7.5.3.2
Multicast group UPDATE procedure
If the memberIDs attribute of the <group> resource was updated, the receiver shall check the multicastCapability attribute of each remote Member Hosting CSE’s <remoteCSE> resource according to the new memberIDs:
For example, the memberIDs in the <group> resource is illustrated in Table 7.5.3.2-1:
· Table 7.5.3.2-1:  memberIDs Example of <group> resource
	
	Member Hosting CSE1
	Member Hosting CSE2
	Member Hosting CSE3
	Member Hosting CSE4
	Member Hosting CSE5
	Member Hosting CSE6
	Member Hosting CSE7

	Old memberIDs
	/CSE1/aa
	/CSE2/aa
	/CSE3/aa
	/CSE4/aa
	/CSE5/aa
	NA
	NA

	New memberIDs
	/CSE1/aa
	NA
	/CSE1/aa
/CSE1/bb
	/CSE4/aa
	NA
	/CSE6/aa
	/CSE7/aa


The old Multicast Group Information data objects of this group are illustrated in Table 7.5.3.2-2:
· Table 7.5.3.2-2:  Multicast Group Information Data Object Example of <group> resource
	Group
	multicastGroupType
	MemberList
	externalGroupID

	/CSEXX/group1
	IP
	/CSE1/aa
/CSE2/aa
	

	/CSEXX/group1
	MBMS
	/CSE3/aa
/CSE4/aa
/CSE5/aa
	12345678901


1) If there are fewer than two new Member Hosting CSEs supporting multicast, the receiver shall delete all the local Multicast Group Information data objects and send  <localMulticastGroup> delete requests to each old Member Hosting CSE before updated. See clause 7.2.2.1.1
2) If there are at least two new Member Hosting CSEs supporting multicast, the receive shall create new local Multicast Group Information data objects according to the new Member Hosting CSEs. 
In this example, the new Multicast Group Information is illustrated in table Table 7.5.3.2-3.

· Table 7.5.3.2-3:  Multicast Group Information Data Object Example of <group> resource
	Group
	
	multicastGroupType
	MemberList
	externalGroupID

	/CSEXX/group1
	data object1
	MBMS
	/CSE6/aa
/CSE7/aa
	12345678902

	/CSEXX/group1
	data object2
	MBMS
	/CSE3/aa
/CSE3/bb
/CSE4/aa
	12345678901


3) The receive shall compare the memberIDs of each new data object with the one of the old Multicast Group Information data objects:

a) If the Member Hosting CSE exist in the new data object and does not exist in the old one, the reciver shall send a <localMulticastGroup> create requests to the Member Hosting CSEs in this data object. See clause 7.2.2.1.1
b) If the Member Hosting CSE exist in the old object and does not exit in the new one,  the receiver shall send a <localMulticastGroup> delete request to the Member Hosting CSE. See clause 7.2.2.1.1
c) If the Member Hosting CSE both in the new data object and old one, compare the new memberIDs of this Member Hosting CSE with the one before updated, if the result is different, the receiver shall send a <localMulticastGroup> update request to the Member Hosting CSE; if the result is the same, the receiver shall check the next Member Hosting CSE. See clause 7.2.2.1.1
In this example, the operations for each Member Hosting CSE are illustrated in table Table 7.5.3.2-4.
· Table 7.5.3.2-4:  <localMulticastGroup> Operation for Member Hosting CSEs Example 

	Member Hosting CSE
	Operation in the Request

	CSE1
	DELETE

	CSE2
	DELETE

	CSE3
	UPDATE

	CSE4
	NA

	CSE5
	DELETE

	CSE6
	CREATE

	CSE7
	CREATE


4) When the Group Hosting CSE receives the corresponding response from each Member Hosting CSE in the new Multicast Group Information data object, the receiver shall remove the member ID(s) from the memberList for any Member Hosting CSEs whose response indicates failure:
In this example, the responses for each Member Hosting CSE are illustrated in table Table 7.5.3.2-5.

· Table 7.5.3.2-5:  <localMulticastGroup> Operation for Member Hosting CSEs Example 

	Member Hosting CSE
	Operation in the Request
	Result indicating in the Response

	CSE1
	DELETE
	Failure

	CSE2
	DELETE
	Success

	CSE3
	UPDATE
	Failure

	CSE4
	NA
	NA

	CSE5
	DELETE
	Failure

	CSE6
	CREATE
	Failure

	CSE7
	CREATE
	Success


a) If at least two Member Hosting CSEs exist in the group, the receiver shall keep the Multicast Group Information data object;
b) If no Member Hosting CSE exists in the group, the receiver shall delete the Multicast Group Information locally.
c) If only one Member Hosting CSEs exists in the group, the receiver shall delete the local Multicast Group Information data object and send a <localMulticastGroup> delete request to that Member Hosting CSE. See clause 7.2.2.1
In this example, the new Multicast Group Information is illustrated after the response process in table Table 7.5.3.2-6.

· Table 7.5.3.2-6:  Multicast Group Information Data Object Example of <group> resource
	Group
	multicastGroupType
	MemberList
	externalGroupID

	/CSEXX/group1
	MBMS
	/CSE3/aa
/CSE4/aa
	12345678901


5) The receiver shall delete all the old Multicast Group Information data object;
7.5.3.3
Multicast group DELETE procedure
If there are one or more Multicast Group Information data objects associated with the deleted group, the receiver shall delete all the Multicast Group Information data objects and send <localMulticastGroup> delete requests to each Member Hosting CSE, refer to the clause 7.2.1.
-----------------------End of change 2---------------------------------------------

-----------------------Start of change 3-------------------------------------------
7.4.13.2
<group> resource specific procedure on CRUD operations 

7.4.13.2.0
Introduction
This clause describes <group> resource specific procedure on Resource Hosting CSE for CRUD operations.
7.4.13.2.1 Create

Originator:

For members which are of type <group>, the Originator shall suffix the  ‘/fopt’ to that ‘memberID‘ during group creation if the Originator wants to fan-out the group request to each member of that sub-<group>, else the Originator shall not  suffix the  ‘/fopt’ to that ‘memberID‘.

Receiver:

Primitive specific operation after Recv-C-6.4 "Check validity of resource representation for the given resource type" and before Recv-C-6.5 "Create/Update/Retrieve/Delete/Notify operation is performed". See clause 7.2.2.2.

1) Primitive specific operation: Validate the provided attributes. It shall also check whether the number of URIs present in the memberIDs attribute of the group resource representation does not exceed the maximum as specified by the maxNrOfMembers attribute. If the maximum is exceeded, the request shall be rejected with a Response Status Code indicating "MAX_NUMBER_OF_MEMBER_EXCEEDED" error. If there are duplicate members in the memberIDs attribute then the duplicate members are removed before creation of the <group> resource.
If the memberType attribute of the <group> resource is not "MIXED", the Hosting CSE shall also verify that all the member IDs including sub-groups in the attribute memberIDs of the <group> resource representation provided in the request shall conform to the memberType of the group resource. To validate a resource type of a member, the Hosting CSE shall check the resourceType attribute of the resource which is indicated by the member ID. To check the resourceType attribute, the Hosting CSE may retrieve the member resource. When a member ID is virtual resource, the Hosting CSE shall check the resourceType attribute of the parent resource. If the resource type of the parent allows this child virtual resource type, the Hosting CSE checks whether the virtual resource type matches with the memberType attribute of the group. If they match, then the Hosting CSE considers that the virtual member resource is validated. If the resourceType cannot be retrieved due to lack of privilege, the request shall be rejected with a Response Status Code indicating "RECEIVER_HAS_NO_PRIVILEGE" error.
2) In the case that the <group> resource contains sub-group member resources, the receiver shall retrieve the memberType of the sub-group member resources to validate the memberType. If the memberType cannot be retrieved due to lack of privilege, the request shall be rejected with a Response Status Code indicating "RECEIVER_HAS_NO_PRIVILEGE" error. If the sub-group member resources are temporarily unreachable, the receiver shall set the memberTypeValidated attribute of the <group> resource to FALSE and return the result to the originator in the response of the request. As soon as any unreachable sub-group resource becomes reachable, the receiver shall perform the memberType validation procedure. The originator may get to know the validation result by subscribing to the created resource if the memberTypeValidated attribute is FALSE. Upon unsuccessful validation, the receiver shall delete the <group> resource if the consistencyStrategy of the <group> resource is ABANDON_GROUP, or remove the inconsistent members from the <group> resource if the consistencyStrategy attribute is ABANDON_MEMBER, or set the memberType attribute of the <group> resource to "MIXED" if the consistencyStrategy attribute is SET_MIXED.

3) The memberTypeValidated attribute shall be set to TRUE if all the members have been validated successfully. If a member validation for the memberType of the <group> resource is unsuccessful, then the Hosting CSE shall perform the following:

a) If the consistencyStrategy of the <group> resource is ABANDON_GROUP then the request shall be rejected with a Response Status Code indicating "GROUP_MEMBER_TYPE_INCONSISTENT" error.

4) If the consistencyStrategy of the <group> resource is ABANDON_ MEMBER then remove the inconsistent members and create the <group> resource and the memberTypeValidated attribute shall be set to TRUE.

5) If the consistencyStrategy of the <group> resource is SET_ MIXED then set the memberType attribute of the <group> resource to "MIXED" and create the <group> resource and the memberTypeValidated attribute shall be set to TRUE.
After Recv-6.7 "Create a success response", the receiver shall perform multicast group creation procedure if the Group Hosting CSE supports multicast. See clause 7.5.3.1.
7.4.13.2.2 Retrieve

No primitive specific operations.

7.4.13.2.3 Update
Originator:

If the Originator intends to update memberIDs attribute ,for members which are of type <group>,  the Originator shall suffix the  ‘/fopt’ to that ‘memberID‘ during group updation  if the Originator wants to fan-out the group request to each member of that sub-<group> ,else the Originator shall not  suffix the  ‘/fopt’ to that ‘memberID‘.
Receiver:
6) Primitive specific operation after Recv-6.4 "Check validity of resource representation for the given resource type" and before Recv-6.5 "Create/Update/Retrieve/Delete/Notify operation is performed ". See clause 7.2.2.2.Primitive specific operation: If the memberType attribute of the <group> resource is not "MIXED", the Hosting CSE shall verify that all the member IDs including sub-groups in the attribute memberIDs of the <group> resource representation provided in the request shall conform to the memberType of the <group> resource. Virtual member resource validation shall be done as specified in the group creation procedure (clause 7.4.13.2.1 step 1).

7) In the case that the <group> resource contains sub-group member resources, the receiver shall retrieve the memberType of the sub-group member resource to validate the memberType. If the memberType cannot be retrieved due to lack of privilege, the request shall be rejected with a Response Status Code indicating "RECEIVER_HAS_NO_PRIVILEGE" error. If the sub-group member resources are temporarily unreachable, the receiver shall set the memberTypeValidated attribute of the <group> resource to FALSE and return the result to the originator in the response of the request. As soon as any unreachable sub-group resource becomes reachable, the receiver shall perform the memberType validation procedure. The Originator may get to know the validation result by subscribing to the created resource if the memberTypeValidated attribute is FALSE. Upon unsuccessful validation, the receiver shall delete the <group> resource if the consistencyStrategy of the <group> resource is ABANDON_GROUP, or remove the inconsistent members from the <group> resource if the consistencyStrategy attribute is ABANDON_MEMBER, or set the memberType attribute of the <group> resource to "MIXED" if the consistencyStrategy attribute is SET_MIXED.

8) The memberTypeValidated attribute shall be set to TRUE if all the members have been validated successfully. If a member validation for the memberType of the <group> resource is unsuccessful, then the Hosting CSE shall perform the following:

b) If the consistencyStrategy of the <group> resource is ABANDON_GROUP then the request shall be rejected with a Response Status Code indicating "GROUP_MEMBER_TYPE_INCONSISTENT" error.

9) If the consistencyStrategy of the <group> resource is ABANDON_ MEMBER then remove the inconsistent members and update the <group> resource and the memberTypeValidated attribute shall be set to TRUE.

10) If the consistencyStrategy of the <group> resource is SET_ MIXED then set the memberType attribute of the <group> resource to "MIXED" and update the <group> resource and the memberTypeValidated attribute shall be set to TRUE.

11) Primitive specific operation: The Hosting CSE shall check whether the number of provided memberIDs in the attribute members exceeds the limitation of maxNrOfMembers. The Hosting CSE shall also check whether the value provided in the maxNrOfMembers attribute is smaller than the currentNrOfMembers attribute value. If any of the condition is true, the Hosting CSE shall reject the request with Response Status Code indicating "MAX_NUMBER_OF_MEMBER_EXCEEDED". error.
After Recv-10.0 "Send Response Primitive", the receiver shall perform multicast group UPDATE procedure if the Group Hosting CSE supports multicast. See clause 7.5.3.2.
7.4.13.2.4 Delete


After Recv-10.0 "Send Response Primitive", the receiver shall perform multicast group DELETE procedure if the Group Hosting CSE supports multicast. See clause 7.5.3.3.
-----------------------End of change 3---------------------------------------------
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