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Introduction
This contirubtion is made to add missing attribute.

There is no ‘notifyAggregation’ attribute in <group> resource section. However TS-0001 has this.

‘group.xsd’ in XSD file also need to be updated to follow this change. 
As per TS-0001:

The <group> resource shall contain the attributes specified in table 9.6.13-2.

Table 9.6.13-2: Attributes of <group> resource

	Attributes of 
<group>
	Multiplicity
	RW/

RO/

WO
	Description
	<groupAnnc> Attributes

	resourceType
	1
	RO
	See clause 9.6.1.3.
	NA

	resourceID
	1
	RO
	See clause 9.6.1.3.
	NA

	resourceName
	1
	WO
	See clause 9.6.1.3.
	NA

	parentID
	1
	RO
	See clause 9.6.1.3.
	NA

	expirationTime
	1
	RW
	See clause 9.6.1.3.
	MA

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.
	MA

	labels
	0..1 (L)
	RW
	See clause 9.6.1.3.
	MA

	creationTime
	1
	RO
	See clause 9.6.1.3.
	NA

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3.
	NA

	announceTo
	0..1 (L)
	RW
	See clause 9.6.1.3.
	NA

	announcedAttribute
	0..1 (L)
	RW
	See clause 9.6.1.3.
	NA

	dynamicAuthorizationConsultationIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.
	OA

	creator
	0..1
	RO
	See clause 9.6.1.3.
	NA

	memberType
	1
	WO
	It is the resource type of the member resources of the group, if all member resources (including the member resources in any sub-groups) are of the same type. Otherwise, it is of type 'mixed'.
	OA

	currentNrOfMembers
	1
	RO
	Current number of members in a group. It shall not be larger than maxNrOfMembers.
	OA

	maxNrOfMembers
	1
	RW
	Maximum number of members in the <group>.
	OA

	memberIDs
	1 (L)
	RW
	List of member resource IDs referred to in the remaining of the present document as memberID. Each ID (memberID) should refer to a member resource or a (sub-) <group> resource of the <group> if memberID is suffixed with "/fopt". A <group> resource with an empty member list is allowed.
	OA

	membersAccessControlPolicyIDs
	0..1 (L)
	RW
	List of IDs of the <accessControlPolicy> resources defining who is allowed to access the <fanOutPoint> resource.
	OA

	memberTypeValidated
	0..1
	RO
	Denotes if the resource types of all members resources of the group has been validated by the Hosting CSE. In the case that the memberType attribute of the <group> resource is not 'mixed', then this attribute shall be set..
	OA

	consistencyStrategy
	1
	WO
	This attribute determines how to deal with the <group> resource if the memberType validation fails. Its possible values are:

· ABANDON_MEMBER.

· ABANDON_GROUP.

· SET_MIXED.

Which means delete the inconsistent member if the attribute is ABANDON_MEMBER; delete the group if the attribute is ABANDON_GROUP; set the memberType to "mixed" if the attribute is SET_MIXED.
If it is not given by the Originator at the creation procedure, default is " ABANDON_MEMBER".
	OA

	groupName
	0..1
	RW
	Human readable name of the <group>.
	OA

	semanticSupportIndicator
	0..1
	RO
	Indicator of support for sematic discovery functionality via <semanticFanOutPoint>.
	OA

	notifyAggregation
	0..1
	RW
	This attribute specifies the number of messages and/or the duration that the group hosting CSE will aggregate notification messages when the subscriptions created specify aggregation of notifications i.e. specifying the notificationForwardingURI of the original <subscription> resource.
	OA


-----------------------Start of change 1-------------------------------------------
Table 7.4.13.1‑3: Resource Specific Attributes of <group> resource
	Attribute Name
	Request Optionality 
	Data Type
	Default Value and Constraints

	
	Create
	Update
	
	

	memberType
	O
	NP
	m2m:memberType
	Default value is set to 'MIXED'

	currentNrOfMembers
	NP
	NP
	xs:nonNegativeInteger
	No default

(This is generated by the Hosting CSE and limited by the maxNrOfMembers attribute of the <group> resource)

	maxNrOfMembers
	M
	O
	xs:positiveInteger
	No default

	memberIDs
	M
	O
	list of xs:anyURI
	No default
This list may contain no members

	membersAccessControlPolicyIDs
	O
	O
	m2m:listOfURIs
	No default

	memberTypeValidated
	NP
	NP
	xs:boolean
	No default

(This is generated by the Hosting CSE)

	consistencyStrategy
	O
	NP
	m2m:consistencyStrategy
	Default value is set to 'ABANDON_MEMBER'

	groupName
	O
	O
	xs:string
	No default

	semanticSupportIndicator
	NP
	NP
	xs:boolean
	No default
(This is generated by the Hosting CSE and the value shall be 'TRUE' when this attribute is present)

	notifyAggregation
	O
	O
	m2m:batchNotify
	No default


-----------------------End of change 1---------------------------------------------
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-----------------------Start of change 2-------------------------------------------

7.5.1.2.6 Notification for subscription via group

Whenever the subscription relationship is established through a <group> resource and either 

1) subscribed to resources' modification triggers a notification procedure as defined in clause 7.5.1.2.2.
2) Or the subscribed to sub-<group> triggers a aggregated notification procedure as defined in clause 7.5.1.2.6, the following procedure shall be performed.

The Member hosting CSE shall perform the steps defined in clause 7.5.1.2.2.

The Group hosting CSE shall perform the following steps in order:

3) Validate if the notification or the aggregated notification has been sent from one of its own member resources when it gets a notification at the notificationURI. The group hosting CSE shall return a response primitive with the Response Status Code indicating "ORIGINATOR_HAS_NO_PRIVILEGE" error if the validation fails.

4) Upon successful validation, the group hosting CSE shall collect notification requests targeted at the same subscriber according to the notificationForwardingURI element of each notification data object. The group hosting CSE shall aggregate the notification requests into an aggregatedNotification element of the notification data object. If the group hosting CSE receives an aggregated notification from a group member then it shall extract the notifications contained in that aggregated notification and insert them into the aggregatedNotification element (aggregatedNotification(s) are not nested). If the duration is not specified, then the Hosting CSE shall batch notifications using the default duration value as given by the M2M Service Provider. When the group Hosting CSE gets first notification, it starts new aggregation by the number of notifications and/or the duration in notifyAggregation attribute. 
5) When the number or duration time is reached, send the aggregated notification to the notificationURI according to the notificationForwardingURI element in the notification data object. Then the group Hosting CSE waits for next notification to start aggregation. In case the group hosting CSE is member of another group hosting CSE through which the subscription is created, the notification request shall be sent according to the mapping of the notificationURI of the two group hosting CSEs. When aggregating the notification requests, the group hosting CSE may utilize the Request Expiration Timestamp parameter of the notification request primitive to determine the time by which the aggregated notifications need to be sent.
6) "Wait for Response primitive" procedure.

7) Upon receiving the response, the group hosting CSE shall send the response separately to each individual member hosting CSEs to respond their corresponding notify request.

The group hosting CSE shall perform notification aggregation while the <group> resource has not expired and has a notificationForwardingURI attribute value. 
-----------------------End of change 2---------------------------------------------

-----------------------Start of change 3-------------------------------------------

6.3.5.6 m2m:batchNotify
Used for batchNotify attribute in <subscription> and <group> resource.

Table 6.3.5.6‑1: Type Definition of m2m:batchNotify

	Element Path
	Element Data Type 
	Multiplicity
	Note

	number
	xs:nonNegativeInteger
	0..1
	

	duration
	xs:duration
	0..1
	If the duration is not given by the Originator, the Hosting CSE shall set this with the default duration value as given by the M2M Service Provider.


8.2.5 


	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	


-----------------------End of change 3---------------------------------------------
-----------------------Start of change 4-------------------------------------------

Table 8.2.3‑2: Resource attribute short names (2/6)

	Attribute Name
	Occurs in
	Short Name

	currentByteSize
	container
	cbs

	locationID
	container
	li

	disableRetrieval
	container
	disr

	contentInfo
	contentInstance
	cnf

	contentSize
	contentInstance, timeSeriesInstance
	cs

	contentRef
	contentInstance
	conr

	containerDefinition
	flexContainer
	cnd

	primitiveContent 
	request
	pc*

	content
	contentInstance, timeSeriesInstance
	con

	cseType
	CSEBase, remoteCSE
	cst

	CSE-ID
	CSEBase, remoteCSE, serviceSubscribedNode
	csi

	supportedResourceType
	CSEBase
	srt

	notificationCongestionPolicy
	CSEBase
	ncp

	source
	delivery
	sr

	target
	delivery, request
	tg

	lifespan
	delivery
	ls

	eventCat
	delivery
	ec

	deliveryMetaData
	delivery
	dmd

	aggregatedRequest
	delivery
	arq

	eventID
	eventConfig, statsCollect
	evi

	eventType
	eventConfig
	evt

	eventStart
	eventConfig
	evs

	eventEnd
	eventConfig
	eve

	operationType
	eventConfig
	opt

	dataSize
	eventConfig
	ds

	execStatus
	execInstance
	exs

	execResult
	execInstance
	exr

	execDisable
	execInstance
	exd

	execTarget
	execInstance, mgmtCmd
	ext

	execMode
	execInstance, mgmtCmd
	exm

	execFrequency
	execInstance, mgmtCmd
	exf

	execDelay
	execInstance, mgmtCmd
	exy

	execNumber
	execInstance, mgmtCmd
	exn

	execReqArgs
	execInstance, mgmtCmd
	exra

	execEnable
	mgmtCmd
	exe

	memberType
	group
	mt

	currentNrOfMembers
	group
	cnm

	maxNrOfMembers
	group
	mnm

	memberIDs
	group
	mid

	membersAccessControlPolicyIDs
	group
	macp

	memberTypeValidated
	group
	mtv

	consistencyStrategy
	group
	csy

	semanticSupportIndicator
	group
	ssi

	notifyAggregation
	group
	nar

	groupName
	group, subscription
	gn

	locationSource
	locationPolicy
	los

	locationUpdatePeriod
	locationPolicy
	lou

	locationTargetID
	locationPolicy
	lot

	locationServer
	locationPolicy
	lor

	locationContainerID
	locationPolicy
	loi

	locationContainerName
	locationPolicy
	lon

	locationStatus
	locationPolicy
	lost

	description
	mgmtCmd, mgmtObj, all management resources from firmware
	dc

	cmdType
	mgmtCmd
	cmt

	mgmtDefinition
	mgmtObj, all management resources from firmware
	mgd

	objectIDs
	mgmtObj
	obis


-----------------------End of change 4---------------------------------------------
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