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1.0  Analytics for M2M
1.1 Description
The term “analytics” is often used to describe complex algorithms applied to data which provide actionable insights. Simpler algorithms may also provide actionable insights – here we use the term “compute” for them. Both “analytics” and “compute” may be used similarly by an M2M System to provide benefits to M2M applications. This use case uses a simple “compute” example to introduce the topic.     
M2M application service providers may wish to use analytics for several purposes. There are many analytics providers who may offer their libraries directly to application service providers. However there are situations where application service providers may wish to apply analytics to their M2M data from devices before it is delivered to the “back-end” of the application “in the cloud”. 

To satisfy M2M application service provider needs, a oneM2M system may offer compute/analytics capabilities which may be internally or externally developed. Furthermore, these compute/analytics capabilities may be geographically distributed. Benefits to M2M application service providers might include:

· Convenience - due to integration 

· Simplicity - due to a cross-vertical standardized analytics interface

· Cost savings – due to resource minimization  (of compute, storage, and/or network)
· Improved performance – due to offloading/edge computing

M2M service providers may also benefit by deploying distributed compute/analytics to optimise operations such as regional management e.g. device/gateway software updates. 

The use case described below assumes: 
· millions of devices continuously report M2M data from devices at geographically diverse locations

· the M2M application is interested in receiving only certain sets of data based upon changes in particular data elements. 
Use of oneM2M computation and analytics for anomaly detection and filtering avoids the use of bandwidth needed to transport unnecessary device data to the back-end of the M2M application. To enable the oneM2M system to do this, the M2M application specifies:

1. Which device data (the baseline set) is needed to create a baseline (which is indicative of “normal” operation).
2. The duration of the training period used to set a baseline

3. The method to create/update the baseline

4. Which device data (the trigger set) is to be compared to the baseline

5. The method of comparison between the baseline set and the trigger set.

6. The variation of M2M data in comparison to the baseline used to trigger action

7. Which data (the storage set) is to be stored in addition to the data used in the baseline.

8. Which data (the report set, which may include data from the baseline set, trigger set and the storage set) which is to be reported to the M2M application upon trigger.
9. “Location directives” which expresses where the device data collection point, storage and compute/analytics program and libraries should be located. (Distributed, possibly hierarchical locations may be specified, and may be defined by max response time to devices, geographic location, density of convergent device data flows, available compute/storage capacity, etc.).
10. “Lifecycle management directives” for compute/analytics program and libraries instances e.g. on virtual machines

The action by the oneM2M system in response to a trigger in this use case is to send the filtered report set to the M2M application; however, other alternative actions are summarized below (which would require different information from the M2M application).
[image: image1.jpg]M2M domain

Application
Service Provider

Filered Locat
dovica basel

fovico set, data sots,
info, fcyce nfo

Device data

analyties

Data Center

M2M functions

Fiered

|

analyties

Metropolitan Processing

Device data

Filered

analyties

Gat

Device data





Example of distributed, non-hierarchical location of analytics use case – normal flow
A hierarchical version of this use case would locate different compute/analytics at different levels of a hierarchy. 
1.2 Source
Cisco Systems
1.3  Actors

Devices – aim is to report what they sense
Analytics library provider – aim is to provide analytics libraries to customers
M2M application service provider – aim is to provide an M2M application to users 
1.4 Pre-conditions
Before an M2M system’s compute/analytics may be used, the following steps are to be taken:
1. The M2M application service provider requests compute/analytics services from the oneM2M system. A request may include parameters required by analytics to perform computation and reporting, plus parameters required by the oneM2M system to locate and manage the lifecycle of the analytics computation instance (see 1.1).
2. The oneM2M system selects a source Analytics library provider for, and obtains the appropriate analytics library. 
3. The oneM2M system provisions the appropriate analytics library at a location that meets the M2M application service provider’s location directives.
4. The oneM2M system generates a program based upon the M2M application service provider’s request.
5. The oneM2M system provisions the appropriate program based upon the M2M application service provider’s request at the location(s) of step 3.
6. The oneM2M system starts collecting M2M data from devices and inputs them into the provisioned compute/analytics program for the duration of the baseline-training period. A baseline is established, which may include bounds for M2M data ranges, bounds for frequency of M2M data received, bounds for relative M2M data values to other M2M data values, etc.
1.5 Triggers
Triggering is described within 1.6
1.6 Normal Flow
7. The devices provide M2M data to the oneM2M system.

8. The oneM2M system stores a set of M2M data (the storage set) from the devices
9. The oneM2M system uses analytics to compare M2M data (the trigger set) from devices with the baseline.

10. The oneM2M system determines whether the variation between the M2M data set and the baseline exceeds the specified bounds of the trigger condition, if it does then the following action occurs:
11. The oneM2M system sends the requested M2M data (the report set), to the M2M application service provider.
1.6.1  Alternative flows
The action to be taken by the oneM2M system following a trigger may be different than step 11 above. 
For example, the action may be to initiate conditional collection where for some duration or until some other trigger occurs.

A. A current collection scheme of device data is modified e.g. more frequent updates, or 
B. A new collection scheme is initiated
Other alternative actions may include, but are not limited to:

· Initiating device/gateway diagnostics e.g. following a drop in the number of responding devices

· Sending control commands to devices
· Sending alerts to other oneM2M system services e.g. fraud detection
· Sending processed (e.g. cleansed, normalized, augmented) data to the application 
1.7 Post-conditions
None
1.8 High Level Illustration
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1.9 Concrete example – Oil and Gas
The above description is of the abstracted use case; a more concrete example is as follows:

Oil and gas exploration, development, and production are important potential use cases for M2M.  To stay competitive energy companies are continuously increasing the amount of data they collect from their field assets, and the sophistication of the processing they perform on that data.  This data can literally originate anywhere on Earth, is transported to decision makers over limited bandwidths, and often must be reacted to on real-time time scales.  An M2M system can prove very useful in its ability to perform analytics, data storage, and business intelligence tasks closer to the source of the data.

Oil and Gas companies employ some of the most sophisticated and largest deployments of sensors and actuators networks of any vertical market segment.  These networks are highly distributed geographically, often spanning full continents and including thousands of miles of piping and networking links.  Many of these deployments (especially during the exploration phases) must reach very remote areas (hundreds of miles away from the nearest high bandwidth Internet connection), yet provide the bandwidth, latency and reliability required by the applications. These networks are typically mission critical, and sometimes life critical, so robustness, security, and reliability are key to their architecture.

Oil and gas deployments involve a complex large-scale system of interacting subsystems. The associated networks are responsible for the monitoring and automatic control of highly critical resources.  The economic and environmental consequences of events like well blowouts, pipeline ruptures, and spills into sensitive ecosystems are very severe, and multiple layers of systems continuously monitor the plant to drive their probability of occurrence toward zero.  If any anomalies are detected, the system must react instantly to correct the problem, or quickly bring the network into a global safe state.  The anomalies could be attributable to many different causes, including equipment failure, overloads, mismanagement, sabotage, etc.  When an anomaly is detected, the network must react on very fast timescales, probably requiring semi-autonomous techniques and local computational resources.  Local actions like stopping production, closing valves, etc. often ripple quickly through the entire system (the system can’t just close a valve without coordinating with upstream and downstream systems to adjust flows and insure all parameters stay within prescribed limits).  Sophisticated analytics at multiple levels aids the system in making these quick decisions, taking into account local conditions, the global state of the network, and historical trends mined from archival big data. They may help detect early signs of wear and malfunction before catastrophic events happen.

Security is critical to Oil and Gas networks.  This includes data security to insure all data used to control and monitor the network is authentic, private, and reaches its intended destination.  Physical security of installations like wells, pump stations, refineries, pipelines, and terminals is also important, as these could be threatened by saboteurs and terrorists.  
There are three broad phases to the Oil and Gas use case: Exploration, Drilling and Production.  Information is collected in the field by sensors, may be processed locally and used to control actuators, and is eventually transported via the global internet to a headquarters for detailed analysis.
Exploration

During the exploration phase, where new fields are being discovered or surveyed, distributed process techniques are invaluable to manage the vast quantities of data the survey crews generate, often in remote locations not serviced by high bandwidth internet backbones.  A single seismic survey dataset can exceed one Petabyte in size.  Backhauling this data to headquarters over the limited communications resources available in remote areas is prohibitive (Transporting a petabyte over a 20Mb/s satellite link takes over 12 years), so physical transport of storage media is currently used, adding many days of time lag to the exploration process.  Distributed computing can improve this situation.  A compute node in the field is connected to the various sensors and other field equipment used by the exploration geologists to collect the data.  This node includes local storage arrays, and powerful processor infrastructures to perform data compression, analysis, and analytics on the data set, greatly reducing its size, and highlighting the most promising elements in the set to be backhauled.  This reduced data set is then moved to headquarters over limited bandwidth connections.
Drilling

When oil and gas fields are being developed, large quantities of data are generated by the drilling rigs and offshore platforms. Tens of thousands of sensors monitor and record all conditions on the rig, and thousands of additional sensors can be located downhole on the drill string, producing terabyte data sets.  Distributed compute nodes can unify all of these sensor systems, perform advanced real-time analytics on the data, and relay the appropriate subset of the data over the field network to headquarters.  Reliably collecting, storing and transporting this data is essential, as the future performance of a well can be greatly influenced by the data collected and the decisions made as it is being drilled.

A subset of the data collected (wellhead pressure, for example) is safety critical, and must be continuously analyzed for anomalies in real-time to insure the safety of the drilling operations.  Because of the critical latency requirements of these operations, they are not practical for the Cloud, and distributed computing techniques are valuable to achieve the necessary performance.
Production

Once wells are producing, careful monitoring and control is essential to maximize the productivity of a field.  A field office may control and monitor a number of wells.  A computing node at that office receives real-time reports from all the monitoring sensors distributed across the field, and makes real-time decisions on how to best adjust the production of each well.  Some fields also include injection wells, and the computing node closes the feedback loop between the injection rates and the recovery rates to optimize production.  Some analytics are performed in the local computing node, and all the parameters are stored locally and uplinked to headquarters for more detailed analysis and archiving.  Anomalies in sensor readings are instantly detected, and appropriate reactions are quickly computed and relayed to the appropriate actuators.

The Pump Station shown also includes a computing node. It is responsible for monitoring and controlling the pumps / compressors responsible for moving the product from the production field to the refinery or terminal in a safe and efficient manner.  Many sensors monitor the conditions of the pipelines, flows, pressures, and security of the installation for anomalous conditions, and these are all processed by the local computing node.
1.10 Conclusion
The oneM2M Services Layer could offer “cloud-like” services to M2M Applications of computation/analytics functions commonly used across verticals, where those functions are optimally placed near to the sources of M2M data.
These services could include:

1) Advertisement of services to M2M Applications
2) Acceptance of M2M Applications’ directives over the “North-bound” interface.

3) Selection of where the requested computation/analytics functions are optimally placed
4) Provisioning and maintenance of virtual machine and computation/analytics functions (provided by oneM2M provider or 3rd party)
5) Redirection of M2M traffic to the virtual machine
6) Delivery of virtual machine output to other virtual machines or directly to M2M Applications (e.g. of filtered M2M data)
The M2M Applications and the M2M Service Provide may benefit from these services: 

oneM2M Services Layer use of virtual machines on behalf of M2M Applications (e.g. to trigger new/modified data collection or device diagnostics or low latency M2M Device control)
oneM2M Services Layer use of virtual machines on behalf of the oneM2M Service Provider (e.g. optimized device management, fraud detection)
1.11 Potential requirements
1. The oneM2M system should be able to accept standardised inputs from M2M application providers which request compute/analytics services.
Note: Many Analytics APIs exist today, the most popular one being Google analytics service
2. The oneM2M system should be able to select analytics libraries from Analytics library providers.
3. The oneM2M system should be able to locate and run instances of compute/analytics programs and libraries at locations requested by M2M applications service providers.
4. The oneM2M system should be able to manage the lifecycle of instances of compute/analytics programs and libraries.

5. The oneM2M system should be able to steer device data to inputs of instances of compute/analytics programs
6. The oneM2M system should be able to take operational and management action as a result of analytics reports received.

7. The oneM2M system should specify supported compute/analytics triggers and actions. 
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