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1 References

This contribution updates text from [1] that was removed in later revisions. The proposal is written as an addendum to [2].

The text defines sub-layers of the service layer for the oneM2M layered model. 
· The sub-layers are proposed for section 3.3 (in line with the section numbering in [2]. The Rapporteur should adjust the section number appropriately when incorporating in to TR XYZ ‘Roles and Focus Areas”.)

· Section 3.3.1 is mostly copied from [1].

· Section 3.3.2 is new.

· Annex B lists “Potential Functions of oneM2M Technology” as listed in the “Benefits of oneM2M Technologies” Draft [5]

· Annex C lists the advantages of using a layered model in (this text is also from [1]).
· Annex D provides some data flows using the sub-layers of the service layer. This is modified slightly from [1].

2 References

[1] oneM2M-REQ-2013-0088R01-Initial_thoughts_on_vocabulary_roles_and_focus_areas
[2] oneM2M-REQ-2013-0088R04-Initial_thoughts_on_vocabulary_roles_and_focus_areas
[3] oneM2M-REQ-2013-0161-Essential_definitions_for_oneM2M
[4] oneM2M-REQ-2013-0102-Analytics_for_oneM2M
[5] oneM2M-TP-2012-0083-Liaison_to_oneM2M_SC_regarding_Benefits_task
3 Proposed Text

<Start of first text segment – new text>

3.3

Partitioning the Service Layer

3.3.1

The Object-Handling Layer and the Delivery-Handling Layer

The service layer can be partitioned into two sub-layers: the object-handling layer and the delivery-handling layer, as shown in Figure 2.
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Figure 2. A layered model for the oneM2M system, showing object-handling layer and delivery-handling layer. A grey back ground indicates a layer for which the current oneM2M release specifications are expected to specify only the interactions across boundary shared with the service layer
	Object-Handling Layer
	The layer corresponding to the set of functions enabling to the flow of information to and from application objects. This layer performs addressing, but does not handle delivery of the messages.
	

	Delivery-Handling Layer
	The layer corresponding to the set of functions facilitating efficient communication of object-handling messages, relying on the functions provided by the underlying network. 
	Note A. In many cases, the underlying network layer already includes features facilitating efficient communication. These features are fine grained: focussing on communication of IP packets (or similar) across a particular physical link or network.  The delivery-handling layer is not intended to replace these features of the underlying network layer, but augment them with more coarse grained features focussing on efficient communication of entire messages (in contrast to IP packets) between object-handling components (in contrast to a particular physical link or network)


The “Benefits of oneM2M Technologies” (See Appendix B) identifies four groups of potential capabilities of oneM2M technology:

· Connectivity Handling Capabilities

· Remote Device Management Capabilities

· Data Exchange Capabilities

· Security and Access Control Capabilities
The object-handling layer and delivery-handling layer can map to these capabilities in the following way:
· The object-handling layer can map to the following capabilities 
· Data Exchange Capabilities,

· Remote Device Management Capabilities,
· Security and access control capabilities relevant for protecting those capabilities.

· The delivery-handling layer can map to the following capabilities
· Connectivity-Handling Capabilities
· Security and access control capabilities relevant for protecting those capabilities.

· Some security and access control capabilities may be independent of these sub-layers.
Some example data flows using these layers are found in Appendix D.

3.3.2

The Semantics Layer and the Exchange Layer
The object-handling layer can be partitioned into two further sub-layers: the semantics layer and the exchange layer, as shown in Figure 3.
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Figure 3. A layered model for the oneM2M system, adding in the semantics layer and exchange layer. A grey back ground indicates a layer for which the current oneM2M release specifications are expected to specify only the interactions across boundary shared with the service layer
	Term
	Definition
	Comments

	Semantics Layer
	The layer corresponding to the set of generic functions enabling processing of industry-segment-specific data, including 
· Communicating the data model of industry-segment-specific data,

· Pre-processing and/or post-processing of information contained in industry-segment-specific data
· Industry-segment-specific discovery mechanisms
The semantic layer functions utilize the functions exposed by the exchange layer to handle the exchange of the of industry-segment-specific data between semantic nodes.
	Note A: This layer could include abstraction as defined in [3].
Note B: This layer could address management functions.

Note C: The Pre-processing and/or post-processing of information could include analytics as defined in [4].
[Contributor’s note: This layer could map to the scope of the “Management, Abstraction and Semantics Working Group WG5”]


	Exchange Layer
	The layer corresponding to the set of generic functions handling the exchange of messages between object-handling nodes. These functions include:
· Addressing of objects and object-handling nodes; 

· Generic mechanisms for interacting with other object-handling nodes, including generic discovery mechanisms, exchange of information on behalf of higher layers (semantics layer and application layer) and notifications.
	[Contributor’s note: The specific generic mechanisms supported by the exchange layer will depend on the agreed requirements]


[Contributor’s note: We hope to provide some example data flows using these layers in a later revision (similar to those data flows in Annex D)]
<End of first text segment >
<Start of second text segment – new text >

Annex B
Potential Functions of oneM2M Technology from “Benefits of oneM2M Technologies” Draft
In the “Benefits of oneM2M Technologies” (see oneM2M-TP-2012-0083
 ), the following potential functions of oneM2M technology were identified:
· Connectivity Handling Capabilities: Efficient, reliable, scalable use of the underlying network layer
· Delivery guidance and policies

· Scheduling

· Network selection guidance

· Asynchronous Communication

· Reaching device not always connected

· Delivery progress reporting/confirmation

· Communication Efficiency

· Remote Device Management Capabilities

· Managing Field from Back-End

· Controlling configuration of Field Devices

· E.g. Settings, installation of software, updating firmware/software, provisioning

· Field Device Status reporting

· E.g. early fault detection, performance monitoring 

· Data Exchange Capabilities

· Storing & sharing content between M2M Apps

· Content Discovery

· Content push/pull

· Sharing between partners

· Sharing while device are not reachable

· Event notification

· Semantics/ Content-awareness

· Security and Access Control Capabilities: 

· Making sure the system behaves as intended
· Authentication

· Access Control

· Securing communications
· E.g. Encryption
Annex C
Advantages of a Layered Model

C.1
Overview of Advantages of a Layered Model

Advantages of using a layered model for capabilities,  (rather than using un-layered sets of capabilities) include:

· Flexibility while maintaining consistency, in terms of 

· The range of options for the relationships that can be supported and 

· The range of options for arranging the components in a deployment 

· Easier development of the capabilities and easier evolution between releases

· Simplified conformance testing

These points are expanded on in the remainder of Section 6.2.

C.2 Flexibility While Maintaining Consistency

There is more flexibility while maintaining consistency in the range of options for the relationships that can be supported for the following reasons.
· Provider/Consumer Relationships
· Providers can choose which layers of capabilities they want to offer to consumers, and consumers can choose layers of capabilities to outsource
· The independence of the layers enhances interoperability – mean providers have a larger set of potential consumers to offer their capabilities to and consumers have a larger set of potential providers from which to outsource capabilities. 
· When the capabilities are layered, the expectations between the provider and consumer (which are related to capabilities provided) will fall naturally into independent sets of expectations corresponding to the layers. While there will be flexibility in the nature of relationships between the provider and consumer depending on   his will make the nature of relationships between the provider and consumer more consistent across multiple providers and consumers. Moreover, these expectations will be easier to explain (and compare between providers) if there is a common partitioning of expectations according to layers.
· Vendor/Customer Relationships 
· Vendors can choose which layers of capabilities in which they want to implement components for their customers. Likewise, a customer can choose layers of capabilities for which they to outsource implementation of components to customers.
· The independence of the layers enhances interoperability – mean vendors have a larger set of potential customers to offer their components to and customers have a larger set of potential vendors from which to outsource components. 
· Components and Equipment can be differentiated by the set of layers that the components and equipment supports and the capabilities offered in each layer. 
For example, in the case of the layered model for service capabilities: 
· some M2M SPs might wish to provide only the lower layer (e.g. delivery-handling layer, or dispatch layer), 
· other M2M SPs might wish to focus on capabilities in the higher layers (e.g. focus on object-handling layer or dissect layer), while allowing other M2M SPs to provide capabilities of the lower layers, and 
· other M2M SPs might wish to provide capabilities of all layers.
There is more flexibility while maintaining consistency in the range of options for arranging the components in a deployment for the following reasons:

· A layered model and associated communication model (Annex A [Contributor’s note: see [2]] ) allows any sensible arrangement of components to interoperate according to the extent of the layers supported by those components. This provides the flexibility to arranging the deployment in an optimal manner, without concerns about inconsistent behaviour.

· Capabilities can be easily partitioned across multiple components (or even equipment) according to the layers containing those capabilities, with the combination of those components interacting with other components while looking like a single component conforming to those layers.

C.3
 Easier development and evolution 

Development of the capabilities and evolution between releases because improvements in one layer can be made without affecting other layers.

· Layers can be developed somewhat independently.

· Evolution of layers over multiple releases can occur independently.

· Versioning can be applied on a per-layer basis. 
C.4
Simplified Conformance Testing

Conformance testing is simplified because each layer can be tested independently of the other layers.

· Once testing suites are written for each of the layers, then testing any combination of layers becomes primarily a matter of applying the tests for those layers. That is, a complete testing suite does not need to be written for each combination of layers.

· There are exponentially fewer tests to be applied. Suppose the capabilities in each layer require T tests and there are L layers.

· If testing each layer independently, then each layer can be tested successively. In this case, all combinations of capabilities can be tested using T×L tests.

· If capabilities cannot be divided into layers, then each combination of capabilities requires a new test. In this case, testing all combinations of capabilities can require TL test.

· Identifying problems is easier

· If testing each layer independently, then failing a test identifies an issue typically restricted to the implementation of that individual layer.

· If functionality cannot be divided into layers, then failing a test does not restrict the issue to any subset of the implementation

Annex D Examples Using Object-Handling Layer and Delivery-Handling Layer 

[Contributor’s note: This section refers to the “Field Domain” (mapping to the ETSI TC M2M “Device Domain”) and the “Network Domain” (as used in ETSI TC M2M).]
D.1
Examples showing Mapping of Object-Handling Layer and Delivery-Handling Layer to ETSI Model 

D.1.1
ETSI Model with D Device
Figure 3 shows how the ETSI TC M2M layered model maps to proposed layered model, and the demonstrates the path of communication for a M2M use case involving 
· A D Device (ETSI TC M2M terminology for equipment integrating a service layer component and WAN client).
· A Network Operators’ network, providing the D Device with access to the IP Network.
· An M2M SP.
· A Network Application (NA):  (ETSI TC M2M terminology – roughly mapping to an application layer component in Network equipment Note: the terminology we have proposed thus far does not include a good term for this equipment). 
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Figure 3. The path of communication for a ETSI TC M2M use-case, involving an (ETSI TC M2M terminology) D Device terminology, Wide Area Network, an M2M SP and a  (ETSI)  Network Application. The (ETSI) Application on the (ETSI)  D Device is the origin of the data in this example (this point in the communication path is denoted using “O”) while the  (ETSI) Application on the (ETSI) Network Application is the destination (this point in the communication path is denoted using “X”). Colors are used to distinct layers for the purpose of improving readability. The communication follows the path of the smaller white and black arrows. The thicker lines that are other colors indicate layer interfaces. In the summary at the bottom of the figure, the pink text denotes data relevant for particular layers. 
Mapping between ETSI TC M2M components and components in our proposal.

· An (ETSI) D Device is maps to a piece of field equipment, although the terminology we have proposed so far is not precise enough to distinguish an (ETSI) Device from a (ETSI) Gateway. An (ETSI) Network Application maps to a piece of Network equipment. There is no ETSI TC M2M entity mapping to a Network object-handling bridge, although the (ETSI) NSCL concept is similar.

· The (ETSI) Application roughly maps to an application layer component in our terminology – although an (ETSI) Application could include some object-handling capabilities as shown in Section 4.4. 

· The (ETSI) DSCL and NSCL roughly map to object-handling layer components.
In the “summary” at the bottom of the figure, the data relevant to particular layers is shown in pink.

· The first “hop” communicates app and obj between object-handling layer components: from the field equipment to the Network object-handling bridge.
· app is generated at the field equipment and is intended for consumption by the application layer components. This data is not processed by the Network object-handling bridge.
· obj is generated at the field equipment and is intended for consumption by the object-handling layer of the Network  object-handling bridge (and possibly the object-handling layer of the Network equipment). This data may include delivery guidance.

· The second “hop” communicates app and obj between object-handling layer components: from the field equipment to the Network object-handling bridge.
· app is a copy of app received by the Network object-handling bridge. This data is intended for consumption by the application layer components, and is not processed by the Network equipment’s object-handling layer component. This data  is passed to the application layer of the Network equipment.
· obj’ is generated at the Network object-handling bridge and is intended for consumption by the object-handling layer of the Network equipment. This data may include delivery guidance. This data could include data copied from obj.

D.1.2
ETSI Model with Gateway

Figure 4 shows another scenario supported by the ETSI scenario (in addition to the one in the previous section) where in this case the D Device is replaced by:

· a D’ Device: ETSI TC M2M terminology for equipment that does not have a service layer component communicating directly to the M2M SP. 
· a Gateway: ETSI TC M2M terminology for equipment integrating a service layer component communicating to the M2M SP and WAN client and which performs service layer interactions with the M2M SP on behalf of the D’ Devices.
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Figure 4. The path of communication for a ETSI TC M2M use-case, involving an ETSI Gateway (ETSI TC M2M terminology), Wide area network, an M2M SP and a Network Application (ETSI TC M2M terminology). . The (ETSI) Application on the (ETSI)  D’ Device is the origin of the data in this example, while the  (ETSI) Application on the (ETSI)  Network Application is the destination. See Figure 3 for further details on interpreting such figures
See the previous section for a discussion on mapping the ETSI-defined terminology to the proposed terminology.

In the “summary” at the bottom of the figure, the data relevant to particular layers is shown in pink.

· The first “hop” communicates app and obj between object-handling layer components: from the field equipment to the field object-handling bridge.
· app is generated at the field equipment and is intended for consumption by application layer components. This data is not processed by the field object-handling bridge.
· obj is generated at the field equipment and is intended for consumption by the object-handling layer of the field object-handling bridge (and possibly the object-handling layer of the Network object-handling bridge and the Network equipment). 

· The second “hop” communicates app and obj’ between object-handling layer components: from the field object-handling equipment to the Network object-handling bridge.
· app is a copy of app received by the field object-handling bridge. This data is intended for consumption by application layer components, and is not processed by the Network object-handling bridge.
· obj’ is generated at the field object-handling bridge and is intended for consumption by the object-handling layer of the Network object-handling bridge equipment (and possibly the object-handling layer of the Network equipment). obj’ could include data communicated in obj.

· The third “hop” communicates app and obj between object-handling layer components: from the Network object-handling bridge to the Network equipment.
· app is a copy of app received by the Network object-handling bridge. This data is intended for consumption by application layer components, and is not processed by the Network equipment’s object-handling layer component. This data is passed to the application layer of the Network equipment.
· obj” is generated at the Network object-handling bridge and is intended for consumption by the object-handling layer of the Network equipment. obj” could include data communicated in obj’. Since obj’ could include data communicated in obj, it is also possible that obj” could include data communicated in obj.
D.2
Example showing Use of Delivery Bridges

[Contributor’s note: the examples in this section are only to motivate use of the layered model as providing a good framework in devising use cases and requirements. The decisions about which features and/or equipment to support in oneM2M are the domain of the requirements document.]

D.2.1
Network Operator Integrating a Delivery-Handling Bridge

In this example, the Network operator integrates a delivery-handling bridge with their WAN. This can be used by the Network Operator to ensure optimal use of their network. A simple description of how this could be used is:

1. The Network equipment’s delivery-handling layer component interacts with the Network Operator’s delivery-handling layer component to provide share layer messages for delivery to the field equipment. This Network equipment also provides delivery guidance (e.g. the delay tolerance) for those messages. Note: To encourage consumers to provide accurate delay tolerance, the Network Operator could provide incentives to consumers for messages that allow more flexibility in delivery. 

2. The Network Operator’s delivery-handling layer component determines the most efficient timing and methodology for delivering the messages to the field equipment, based on the delivery guidance. Examples of optimizing use of the network include.

· The Network Operator can schedule delivery when usage of the WAN is low. The Network Operators detailed knowledge about how their network is being used. This means that the Network Operator can schedule delivery at a very fine granularity, to ensure no bandwidth is wasted.

· The Network Operators detailed knowledge of where the field equipment is within their network. The Network Operator could use the delivery-handling capabilities (in cooperation with the aforementioned knowledge) to deliver when the field equipment appears on a cheaper underlying network (e.g. if the field equipment appears on a WLAN, then use that rather than using a mobile network).

· The Network Operator could use a broadcast feature (if supported by the underlying network capabilities) to deliver content destined to multiple field equipment.

· The Network Operator facilitates segmentation and re-assembly of the message to enable delivery as the field equipment moves between various underlying networks.
3. Whenever the field component’s delivery-handling component receives a share layer message, then this is forwarded upwards to the share layer component. The data makes its way up through the layers to the destination layer: the application layer.
This kind of feature could be particularly useful for delivering large messages such as firmware updates to field equipment. The delivery-handling bridge could also be used to optimize delivery in the other direction (from field equipment).
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Figure 5. The path of communication for an example using a dispatch bridge integrated with a WAN. The application component on the Network equipment is the origin of the app data while the application component on the field equipment is the destination. See Figure 3 for further details on interpreting such figures 
In the “summary” at the bottom of the figure, the data relevant to particular layers is shown in pink.
· The first “hop” communicates app, obj and dvr between delivery-handling layer components: from the Network equipment to the delivery object-handling bridge.
· app is generated at the Network equipment and is intended for consumption by other application layer components. This data is not processed by the Network delivery-handling bridge.
· obj is generated at the field equipment and is intended for consumption by other object-handling layer components. This data is not processed by the Network delivery-handling bridge.

· dvr is generated at the Network equipment and is intended for consumption by the delivery-handling layer of the Network delivery-handling bridge equipment (and possibly the delivery-handling layer of the field equipment). dvr may include delivery guidance.

· The second “hop” communicates app and obj’ between object-handling layer components: from the field object-handling equipment to the Network object-handling bridge.
· app is a copy of app received by the Network object-handling bridge. This data is intended for consumption by application layer components. This data is not processed by the field equipment’s object-handling layer component, but is passed to the application layer of the field equipment.
· obj is a copy of obj is generated at the Network object-handling bridge. This data is intended for consumption by object-handling layer components and is not processed by the field equipment’s object-handling layer component. This data is passed to the object-handling layer of the field equipment.
· dvr’ is generated at the Network delivery-handling bridge and is intended for consumption by the object-handling layer of the field equipment. dvr may include delivery guidance. dvr’ could include data communicated in dvr. 
D.2.2
Example: WAN Module with Delivery-Handling Bridge

In this example, a WAN module (for example, a USB dongle containing a WAN modem) integrates a delivery-handling bridge. This can be used by the Network Operator to improve the efficient use of their network, without having to integrate the WAN with a dispatch bridge. Examples of optimizing use of the network can be found in the previous section. A simple description of how this could be used is:

1. The Network Operator configures the delivery-handling layer component of the WAN module for the consumer. That components is configure to use the most efficient timing and methodology to transmit the messages based on delivery guidance (e.g. the delay tolerance) provided by the upper layers. Configuration might be performed via OMA-DM, BBF TR-69 or other configuration protocols. 

2. The field equipment’s delivery-handling layer component interacts with the WAN dongle’s delivery-handling layer component to provide share layer messages for delivery to the Network equipment. The field equipment also provides delivery guidance (e.g. the delay tolerance) for those messages. Note: as discussed in the previous section, the Network Operator could provide incentives to consumer for data transmitted at off-peak times or via less expensive underlying networks. This provides the consumer with motivation to allow configuration from Step 1, and to provide accurate delivery guidance.
3. The WAN dongle’s delivery-handling component determines the most efficient timing and methodology for delivering the messages to the field equipment, based on the delivery guidance and configuration form the Network Operator. At the appropriate time, the WAN dongle’s delivery-handling component invokes the connectivity layer to use the appropriate mechanism to transmit the messages to the Network component’s delivery-handling component.

4. Whenever the Network component’s delivery-handling component receives a share layer message, then this is forwarded upwards to the share layer component. The data makes its way up through the layers to the destination layer: the application layer.
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Figure 6. The path of communication for an example using a dispatch bridge integrated with a WAN modem. The application component on the field equipment is the origin of the app data while the application component on the Network equipment is the destination. See Figure 3 for further details on interpreting such figures.
In the “summary” at the bottom of the figure, the data relevant to particular layers is shown in pink. This scenario is a reflection of the scenario in the previous section, so we do not describe this data in detail.
<End of second text segment>
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