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1.0  Analytics for M2M
Analytics can involve a range of computations from very simple to extremely complex algorithms. We suggest using the term compute/analytics in the proposed requirements to recognise the range. This contribution proposes oneM2M support for analytics which is independent of the algorithm. 
While the TR analytics use case focussed on backhaul traffic reduction where the distributed compute/analytics reduced the device data to send just the critical stuff, distributed compute/analytics also supports many other functions, such as local actions like closed-loop control, and the triggering of other oneM2M services.
The benefit of using a common service layer is the similar to “cloud” – rather than have separate local compute/analytics platforms for each application; the common service layer aggregates the demand from many applications onto a set of local compute platforms. The utilization of the platforms can be kept high and elastic compute demands of applications can be met.
As a brief introduction, we include:
1. A simple classification of the levels of analytics which oneM2M could support.
2. Questions and Answers covering feedback received.
3. An example functional view
1.1 Classification of analytics infrastructure for oneM2M
The main differences between the four levels below are:
· Centralized or distributed
· Whether the analytics are part of the Application or provided by oneM2M
· Whether analytics output can directly trigger oneM2M actions (as opposed to the data flowing up to the Application Server and back down through the oneM2M System)
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1.2 Questions and Answers
Q1- Does this proposal cross the boundary into the application domain?

A1 - This proposal enables distributed infrastructure to run application analytics geographically close to devices, which trigger oneM2M actions and/or provide output to remote applications

Q2 – Does this proposal need oneM2M to understand the meaning of device data from different domains?

A2 – No, device data meaning is opaque to oneM2M

Q3 – What interfaces get standardized?

A3a – Inputs from Applications to oneM2M

· A oneM2M framework for proprietary VM spin-up directives e.g. compute, storage as used by cloud services
· OneM2M geo-location directives to specify where to place analytics
· Application analytics package (e.g. DMTF Open Virtualization Format Specification)
A3b – Triggers from distributed application analytics to oneM2M to initiate actions

1.3 Example Functional View
In the example figure below, Remote Application would likely be the application running on a server, oneM2M Core would likely be the oneM2M code running on servers.
An example message sequence might be:
1. Remote application requests analytics service and provides package pointer

2. oneM2M system matches appropriate Local Distribution Compute Platform then loads package and local elements of oneM2M

3. oneM2M redirects Device output to package which upon running compute/analytics, triggers an action to manage local devices and notifies the Remote Application
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1.4. Proposed requirements
1. The oneM2M system should provide mechanisms to be able to accept standardised inputs accept requests from M2M application providers which request for compute/analytics services.

2. The oneM2M system should provide mechanisms to accept application compute/analytics programs be able to select analytics libraries from Analytics library M2M application providers.
3. The oneM2M system should be able to support the placement locate and running of instances of compute/analytics programs and libraries at locations requested by M2M applications service providers.
4. The oneM2M system should be able to manage the lifecycle of instances of compute/analytics programs and libraries.

5. The oneM2M system should be able to steer device data to inputs of instances of compute/analytics programs
6. The oneM2M system should be able to take operational and management action as a result of analytics reports received.

7. The oneM2M system should specify supported compute/analytics triggers and actions. 
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