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1.1 Title

Real Time Data Collection
1.1.1 Description

In automated production with utilization of information and communication technology, behaviours of devices are controlled according to sensor values. In order to achieve adequate control, real-time Ethernet , with which sensors and devices are connected through controllers, are required to be provide real-time transmission and high-level of reliability. Real-time Ethernet is standardized in IEC TC65 and has characteristics such as the following.
・It enables real-time transmission by message priority control according to the importance of the data (network re-configuration communication is first, time series data is second, controlling commands for devices are third, and information data is forth priority). “Information data” contains movie, audio data, or objected sensor data. Higher priority data can be transmitted without interference from lower priority data. Priority of data depends not only on kind of data but also on source node or destination node. For example, although controlling commands for devices shall not be delayed, log information for logging servers does not require strict real-time transmission. Therefore there data have different value of priority. 
・When real-time Ethernet is introduced, size and frequency of high priority data transmission are designed to make total volume of sent data not exceed the capacity. Through this design process, real-time transmission is ensured and time series data and controlling commands are surely received within pre-defined intervals. 
・It utilizes duplex LAN, which consists of two physically independent network paths between end-nodes, or dual Node to provide high-level of reliability.

・It achieves high level reliability on the basis of operations on ring based topologies and of following reconfiguration process. Each node connects to the ring via two ports. In the normal state, two neighboring nodes of the network become the Blocking State and cut off the connections logically between them to prevent loop. Each node monitors the neighboring segments including the blocking segment at all the time. If any segment of the network is disconnected, it will be back to a normal state within high-speed recovery time by automatically moving the blocking segments to each end of the faulty part thus isolating it.

・It broadcasts data to make each node have data, can enable autonomous de-centred distributed process where each node can keep working even if network failure is occurred somewhere, and  can achieve high-level reliability.

This use case describes about M2M Gateway, which is oneM2M MN and sends data received from real-time Ethernet. 
oneM2M MN shall be able to cope with temporal performance degradation of underlying network, temporal increase of amount of information data, and with temporal increase of amount of one data flow, which represents collection of data that have same source node, priority, and kind of data. Therefore oneM2M MN shall be able to buffer data, transmit data in the order corresponding to priority, control transmission amount of data flow. 
1.1.2 Source 

None
1.1.3  Actors 

· M2M Device: Sensors, controllers etc. located in factories (e.g. located at product lines) which measure and generate data. PLC (Programmable Logic Controller) /DCS (Distributed Control System) control sensors in production lines according to embedded programs.

· Real-time Ethernet: In this use case, real-time Ethernet with above characteristics is assumed. It is standardized in IEC TC65.

· oneM2M MN: Middle Node (gateway) provides an interface from the real-time Ethernet to oneM2M System. oneM2M MN is developed as dual Node (primary and secondary) to achieve high-level reliability.

· oneM2M Services Platform: oneM2M services platform stores data gathered from MNs, and provides data to applications.

· oneM2M Application: An oneM2M application in the Industrial Domain
1.1.4 Pre-conditions 

PLCs or DCSs send and receive data through real-time Ethernet.
1.1.5 Triggers 

Primary MN and secondary MN receive data, which is sent from PLCs or DCSs. 
1.1.6 Normal Flow 

1.
Primary MN receives data and buffers it. If buffer is overflowed, data with lowest priority is discarded.

2.
Secondary MN also receives data and buffers it. If buffer is overflowed, data with lowest priority is discarded.

3.
Primary MN sends buffered data with highest priority to oneM2M platform. If multiple data has the highest priority, data flow of least recent transmitted is selected.

4.
Secondary MN confirms status of primary MN, and primary MN’s being active suppresses secondary MN’s sending buffered data.

5.
After pre-defined time-interval, primary or secondary MN receives another data from either PLCs or DCS.
1.1.7  Alternative flow 
1.
When secondary MN confirms that primary MN is not working, secondary MN sends buffered data.

2.
After pre-defined time-interval, secondary MN receives another data from either PLCs or DCSs.
1.1.8 Post-conditions 

When sending data process is not completed within time-interval or oneM2M platform does not receive data, primary or secondary MN sends data again by utilizing buffered data.
1.1.9 High Level Illustration
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1.1.10 Potential requirements 

1. oneM2M MN shall be able to identify data flow. 

2. oneM2M MN shall be able to transmit data according to priority(CRPR-003)
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