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Introduction

This contribution provides new use case on Edge and Fog computing to Clause 6 “Vehicular Domain Use Cases” in TR-0026.

R01 removes a reference and a potential requirement.
R02 addresses comments from the initial presentation




---------------------- Start of change-------------------------------------------

6.x
Accident Notification using Edge/Fog Traffic Monitoring Service 
6.x.1
Description

A Traffic Monitoring Service based on data collected by vehicular on-board cameras/sensors and surveillance cameras (e.g. video camera, radar, LIDAR, GPS) can provide functionality such as: location, detection of traffic accidents, video capture with timestamp, etc.. The generated data is used for example to notify Drivers about accidents and let them take a detour. An Application Provider would like to process this data and provide it to the Driver as soon as possible in order to avoid traffic congestion.
In this use case, an Edge/Fog architecture is used to lower the processing burden on the Cloud Nodes. The Edge/Fog Nodes receive data from vehicles and perform following processing:
· Analysing the accident site situation from video data.

· Processing video (e.g. editing) and generating video clips with high quality and low quality.

· Using pool-based functionalities for sharing/scaling with other nearby Edge/Fog Nodes.
· Acquiring appropriate Edge/Fog Node information from Cloud Nodes in order to provide the accident information.
· Analysing vehicular metrics and network bandwidth of each vehicles, and sends the appropriate video clip (high or low quality) to vehicles.

The system is designed to mitigate the burdens on Cloud Nodes and core networks, optimise data, and improve system reliability by using Edge/Fog Nodes.
6.x.2
Source 

REQ-2018-0008-Use_case_for_Accident_Notification_Service_using_Edge_Fog_Computing
6.x.3
Actors

· Cloud Nodes: It is the Nodes which manage Edge/Fog Nodes, maintain database of Edge/Fog Nodes and interacts with Application Provider.
· Application Provider: It provides its own services for vehicles.

· Edge/Fog Node: It is the Node which computes, stores and analyses data. It is located between Cloud Nodes and end devices.
· 
· RSU: It is located along vehicular paths and provides connection between vehicles and Edge/Fog Node in a RSU network. 
· Driver: It is a user who drives a vehicle.
· Surveillance camera: It is located along vehicular paths, captures the path and sends the captured video data to Edge/Fog Node via RSU.
6.x.4
Pre-conditions

· Drivers subscribe to an Accident Notification Service of Application Provider.
· Vehicles are equipped with on-board video camera and sensors for vehicular surrounding monitoring.

6.x.5
Triggers

· A vehicle clashes with an oncoming vehicle. They can’t send the accident information to an Edge/Fog Node from the accident site automatically due to serious damage to their communication units.
6.x.6
Normal Flow

1) Vehicular on-board cameras/sensors and surveillance cameras near the accident site recognize the accident. They start to collect video clips with timestamp and location data near the site.
2) The vehicles and the surveillance cameras send the video clips and the location data to Edge/Fog Node A via RSU.
3) Edge/Fog Node A receives the data and analyses the accident site situation from the data, and processes the video  (e.g. editing)  and generates video clips with high quality and low quality. 
4) Based on the received system metric and diagnostic information, if Edge/Fog Node A’s video processing capability is not enough or does not work properly, pool-based functionality sharing and scaling with other nearby Edge/Fog Nodes can be utilized. 
5) Edge/Fog Node A gets the appropriate Edge/Fog Node information from Cloud Nodes in order to provide the accident information. 
6) Based on the received the Edge/Fog Node information, Edge/Fog Node A sends the video clips with accident information to Edge/Fog Node B.
7) Edge/Fog Node B analyses network bandwidth of each vehicles near the accident site together with the system metrics, and sends the appropriate video clip (high or low quality) to vehicles of the coverage area for Edge/Fog Node B via an RSU. 
8) The Vehicles receive the video clip. Each driver knows accident by in-vehicle infotainment and decides a detour.
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Figure 6.x.6-1: Normal Flow - Accident Notification 
6.x.7
Alternative Flow 

None
6.x.8
Post-conditions

· Drivers can avoid traffic congestion and arrive at their destination as their planned.
6.x.9
High Level Illustration
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Figure 6.x.9-1 High Level Illustration - Edge/Fog Traffic Monitoring Service 
6.x.10
Potential requirements

9) The oneM2M System shall enable pool-based functionality sharing and scaling between Edge/Fog Nodes.
10) The oneM2M System shall be able to trigger priority services from the underlying network (e.g.. 3GPP MPS).
11)  The oneM2M System shall enable detection of network bandwidth between Edge /Fog Nodes and M2M devices in order to provide necessary quality of service according to the bandwidth.

12) The oneM2M System shall enable Edge/Fog Nodes to provide system metrics and diagnostic information to other Edge/Fog Nodes, as required to ensure reliable operations within the oneM2M System.
13) The oneM2M System shall enable Edge/Fog Nodes to alert other suitable Edge/Fog Nodes that are unable to perform specific services.
-----------------------End of Change---------------------------------------------
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