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Introduction

This contribution provides new use case on Edge and Fog computing to Clause 6 “Vehicular Domain Use Cases” in TR-0026.

R01 adds a co-signer and clarifies use case description and potential requirements.
R02 addresses comments from initial presentation
---------------------- Start of change 1-------------------------------------------

2.2
Informative references

[i.a] 
ETSI TR 102 863 : “Intelligent Transport Systems (ITS); Vehicular Communications; Basic Set of Applications; Local Dynamic Map (LDM); Rationale for and guidance on standardization”


-----------------------End of Change 1 ---------------------------------------------
---------------------- Start of change 2-------------------------------------------

6.x
High-precision Road Map using Edge/Fog Computing
6.x.1
Description

This use case introduces a High-precision Road Map Service based on data collected by vehicular on-board cameras/sensors, surveillance cameras (e.g. video camera, radar, LIDAR, GPS), and V2X data from mobile core network. Vehicular on-board cameras/sensors and surveillance cameras collect surrounding data periodically and send them to local Edge/Fog Node. Edge/Fog Node cloud processes the data, generates differential data of existing High-precision Road Map, and provide the data to vehicles in real time.
The High-precision Road Map consists of static data (map data) and dynamic data (e.g. traffic accident, traffic congestion, weather condition, traffic signs, etc.). This concept is based on ETSI TR 102 863 “LDM (Local Dynamic Map)” [i.a]. The differential data generated by Edge/Fog Node corresponds to dynamic data.

The Application Provider would like to process data and provide information to the Driver as soon as possible, thus the service is required to support low latency.
In this use case, an Edge/Fog architecture is used to lower the processing burden on Cloud Nodes. The Edge/Fog Nodes receive data from vehicles and the mobile core network, and perform following processing:
· In order to minimize the amount of processing required by the vehicles and the Cloud Nodes, the Edge/Fog Nodes can receive the data from vehicles and perform pre-processing for the vehicles, the Cloud Nodes and other Edge/Fog Nodes. Pre-processing by Edge/Fog Nodes may entail the Edge/Fog node optimizing data that has been collected from vehicles. For example, if vehicles are located in a traffic congestion, the vehicle may send sensor information (e.g. video camera, radar, LIDAR, GPS) to Edge/Fog Node. The Edge/Fog node may detect that some of the data sets are similar and perform data aggregation before sending the data to the Cloud Nodes and other Edge/Fog Nodes. In addition, as the vehicles move, they may store their sensor information in different Edge/Fog nodes – resulting in the sensor information being fragmented. Unfortunately, some applications will require that Edge/Fog nodes have functionality to resolve this data fragmentation. This functionality includes discovery of the sensor information, their retrieval and combination. This functionality may also require: checking for missing sensor readings, integrity check of periodic data (for example for data that is periodic, the Edge/Fog node may validate that data is received when expected), removal of old or redundant data.

· In order to minimize the amount of data that needs to be sent from the vehicles and to minimize the amount of processing required by the Cloud Nodes, the Cloud Nodes and/or Edge/Fog nodes may obtain some context information from the mobile core network. Cloud Nodes and/or Edge/Fog nodes may use services that are exposed by the mobile core network to obtain context and create a geographical context for the vehicles, e.g. what networks are accessible at the current location and their congestion level.
· Edge/Fog Nodes may compare the collected data with existing High-precision Road Maps and abstracting differential data before sending post-processed information to the Cloud Nodes and other Edge/Fog Nodes.
· Edge/Fog Nodes may categorize the differential data into high priority data (e.g. traffic accident, traffic congestion, weather condition) and low priority data before sending post-processed information to the Cloud Nodes and other Edge/Fog Nodes.

· Edge/Fog Nodes may incorporate the high priority data into High-precision Road Map.

· Data synchronization between Edge/Fog Nodes. 
The use case intends to mitigate the burdens on Cloud Nodes and optimises the system by moving processing to the Edge/Fog Nodes and leveraging the capabilities of the Mobile Core Network.
6.x.2
Source 

REQ-2018-0010-Use_case_for_High-precision_Road_Map_Service_using_Edge_Fog_Computing.
6.x.3
Actors
· Cloud Nodes: It is the Nodes which manage Edge/Fog Nodes, maintain database of Edge/Fog Nodes, store master data of High-precision Road Maps and interact with Application Provider. 
· Application Provider: It provides its own services for vehicles. 
· Edge/Fog Node: It is the Node which computes, stores and analyses data. It is located between Cloud Nodes and Mobile Base Station.
· Mobile Base Station: It provides the connection between vehicles and Edge/Fog Node in a mobile network.

· RSU: It is located along vehicular paths and provides connection between vehicles and Edge/Fog Node in a RSU network.
· Driver: It is a user who drives a vehicle.
6.x.4
Pre-conditions

· Drivers subscribe High-precision Road Map Service of Application Provider.
· Edge/Fog Node A and Edge/Fog Node B store High-precision Road Map data of each coverage area.
· Vehicles are equipped with on-board video camera and sensors for vehicular surrounding monitoring and High-precision Road maps system.
· Cloud Nodes and/or Edge/Fog nodes uses services that are exposed by the mobile core network to obtain context and create a geographical context for the vehicles, e.g. what networks are accessible at the current location and their congestion level.
6.x.5
Triggers

· None.
6.x.6
Normal Flow

1) Vehicles in the coverage area of an Edge/Fog Node A collect surrounding data by using vehicular sensors (e.g. video camera, radar, LIDAR, GPS).

2) Vehicles send the collected data to Edge/Fog Node A via RSU.

3) Edge/Fog Node A processes the data as follow.

· If the underlying network exposes services for gathering context, it obtains context and creates a geographical context for the vehicles it communicates with, e.g. what networks are accessible at the current location and their congestion level.
· Optimizes the collected data from vehicles (e.g. aggregation, stale or redundant data identification and removal, integrity check, validation, etc.).
· Compares the data with existing High-precision Road Map in Node A's coverage area and abstracting differential data.

· Categorizes the differential data into high priority data (e.g. traffic accidents, traffic congestions) and low priority data.

· Incorporates the high priority data into the existing High-precision Road Map.
4) Edge/Fog Node A sends the differential data to Edge/Fog Node B with timestamps for data synchronization between Edge/Fog Node A and Edge/Fog Node B. The communication with Edge/Fog Node B may be dependent on the geographical context for the vehicles, i.e. networks accessibility and their congestion level.
5) Edge/Fog Node B sends the differential data to vehicles in Edge/Fog Node B’s coverage area.

6) Vehicles in Node B’s coverage area update High-precision Road Map data of in-vehicle navigation system.

7) Cloud Nodes acquire latest differential data from all Edge/Fog Nodes once a day and incorporate the differential data into existing High-precision Road maps and store as master data.
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Figure 6.x.6-1: Normal Flow - High-precision Road Map Service 
6.x.7
Alternative Flow 

None
6.x.8
Post-conditions

· Drivers know high priority events  (e.g. traffic accident, traffic congestion, weather condition) by updated High-precision Road Map and takes appropriate direction.
· Edge/Fog Nodes and Cloud Nodes manage latest High-precision Road Map.
6.x.9
High Level Illustration
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Figure 6.x.9-1 High Level Illustration -  Edge/Fog Computing for High-precision Road Map
6.x.10
Potential requirements

8) The oneM2M System shall enable data continuity services to be provided between Edge/Fog Nodes by enabling the discovery, retrieval, and combination of data sets dispersed across the Edge/Fog network. 
9) The oneM2M System shall enable data optimization services to be provided at Edge/Fog Nodes including aggregation, stale or redundant data identification and removal, integrity check, validation, etc. even if the data sets are dispersed across the Edge/Fog network.
10) The oneM2M System shall enable categorization of the data collected by M2M devices  (e.g. high priority data, low priority data) for differential delivery and processing.
11) The oneM2M System shall enable timestamp synchronization of the data collected by M2M devices between Edge/Fog Nodes for data synchronization.
12) The oneM2M System shall enable services to receive and utilize location-based information about available access networks, their congestion level and other related network information, when the information is provided by the Underlying Network.     
13) The oneM2M System shall enable differential processing of data at different nodes, e.g.  Edge/Fog node , Cloud node.
-----------------------End of Change 2 ---------------------------------------------
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