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Introduction
This contribution proposes to align with the pendingNotification attribute of the <subscription> resource between “Section 9.6.8 Resource Type subscription” and “Section 10.2.12
Notification Procedures for Resource Subscription”.
-----------------------Start of change 1-------------------------------------------
9.6.8
Resource Type subscription
The <subscription> resource contains subscription information for its subscribed-to resource. The <subscription> resource is a child of the subscribed-to resource.

…
The <subscription> resource shall contain the attributes specified in table 9.6.8-2.

Table 9.6.8-2: Attributes of <subscription> resource

	Attributes of <subscription>
	Multiplicity
	RW/

RO/

WO
	Description

	resourceType
	1
	WO
	See clause 9.6.1.3 where this common attribute is described.

	resourceID
	1
	RO
	See clause 9.6.1.3 where this common attribute is described.

	resourceName
	1
	WO
	See clause 9.6.1.3 where this common attribute is described.

	parentID
	1
	RO
	See clause 9.6.1.3 where this common attribute is described.

	expirationTime
	1
	RW
	See clause 9.6.1.3 where this common attribute is described.

	creationTime
	1
	RO
	See clause 9.6.1.3 where this common attribute is described.

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3 where this common attribute is described.

	labels
	1 (L)
	RW
	See clause 9.6.1.3 where this common attribute is described.

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3 where this common attribute is described.


If no accessControlPolicyIDs is given at the time of creation, the accesControlPolicies of the parent resource is linked to this attribute.

	eventNotificationCriteria
	0..1 (L)
	RW
	This attribute (notification policy) indicates the event criteria for which a notification is to be generated.

	expirationCounter
	0..1
	RW
	This attribute (notification policy) indicates that the subscriber wants to set the life of this subscription to a limit of a maximum number of notifications. When the number of notifications sent reaches the count of this counter, the <subscription> resource shall be deleted, regardless of any other policy.

	notificationURI
	1 (L)
	RW
	List of URI(s) and/or address(es) where the resource subscriber will receive notifications. URI(s) in the list may not represent the resource subscriber entity. For a group-related subscription, the notificationURI shall be the URI that is generated by the group Hosting CSE to receive notifications. In this case, the resource subscriber notification URI shall be included in the notificationForwardingURI.

	groupID
	0..1
	RW
	The ID of a <group> resource in case the subscription is made through a group.

	notificationForwardingURI
	0..1
	RW
	The attribute is a forwarding attribute that shall be present only for group related subscriptions. It represents the resource subscriber notification URI. It shall be used by group Hosting CSE for forwarding aggregated notifications. See clauses 10.2.7.11 and 10.2.7.12.

	batchNotify
	0..1
	RW
	This attribute (notification policy) indicates that the subscriber wants to receive batches of notifications rather than receiving them one at a time. This attribute expresses the subscriber's notification policy and may include two values: the number of notifications to be batched for delivery and a duration. When either value is set, notification events are temporarily stored until either the specified number of notifications have been batched, or, until a duration which starts after the first notification was generated has expired. Following which the batched notifications are sent. If batchNotify is used simultaneously with latestNotify, only the latest notification shall be sent and have the Event Category set to "latest".

	rateLimit
	0..1
	RW
	This attribute (notification policy) indicates that the subscriber wants to limit the rate at which it receives notifications. This attribute expresses the subscriber's notification policy and includes two values: a maximum number of events that may be sent within some duration, and the rateLimit window duration. When the number of generated notifications within the rateLimit window duration exceeds the maximum number, notification events are temporarily stored, until the end of the window duration, when the sending of notification events restarts in the next window duration. The sending of notification events continues as long as the maximum number of notification events is not exceeded during the window duration. The rateLimit policy may be used simultaneously with other notification policies.

	preSubscriptionNotify
	0..1
	WO
	This attribute (notification policy) indicates that the subscriber wants to be sent notifications for events that were generated prior to the creation of this subscription. This attribute has a value of the number of prior notification events requested. If up-to-date caching of retained events is supported on the Hosting CSE and contains the subscribed events then prior notification events will be sent up to the number requested. The preSubscriptionNotify policy may be used simultaneously with any other notification policy.

	pendingNotification
	0..1
	RW
	This attribute (notification policy), if set, indicates how missed notifications due to a period of connectivity (according to the reachability and notification schedules). The possible values for pendingNotification are:
· "sendLatest" 
· "sendAllPending" 
This policy depends upon caching of retained notifications on the hosted CSE. When this attribute is set to "sendLatest", only the last notification shall be sent and it shall have the Event Category set to "latest". If this attribute is not present, the Hosting CSE sends no missed notifications. This policy applies to all notifications regardless of the selected delivery policy (batchNotify, latestNotify, etc.) Note that unreachability due to reasons other than scheduling is not covered by this policy.

	notificationStoragePriority
	0..1
	RW
	Indicates that the subscriber wants to set a priority for this subscription relative to other subscriptions belonging to this same subscriber. This attribute sets a number within the priority range. When storage of notifications exceeds the allocated size, this policy is used as an input with the storage congestion policy (notificationCongestionPolicy) specified in clause 9.6.3 to determine which stored and generated notifications to drop and which ones to retain.

	latestNotify
	0..1
	RW
	This attribute (notification policy) indicates if the subscriber wants only the latest notification. If multiple notifications of this subscription are buffered, and if the value of this attribute is set to true, then only the last notification shall be sent and it shall have the Event Category value set to "latest".

	notificationContentType
	1
	RW
	Indicates a notification content type that shall be contained in notifications. The allowed values are:
· modified attributes only 
· whole resource
· optionally the reference to this subscription resource.

	notificationEventCat


	0..1
	RW
	This attribute (notification policy) indicates the subscriber's requested Event Category to be used for notification messages generated by this subscription.

	creator
	0..1
	WO
	AE-ID or CSE-ID which created the <subscription> resource.

	subscriberURI
	0..1
	WO
	URI that is sent a notification when this <subscription> is deleted.


-----------------------End of change 1---------------------------------------------

-----------------------Start of change 2-------------------------------------------

10.2.12.1
Procedure for Originator of Notifications
When a CSE receives a <subscription> creation request which needs verification (see clause 10.2.11.2), the CSE may become an Originator of a notification to perform verification. In this case, the notification shall include the Originator ID of the <subscription> resource creation.
When there is an event for a <subscription> resource, the <subscription> Hosting CSE sends a notification with the following procedures. If the <subscription> resource has creator attribute, the notification shall include the creator.
Further detailed of Hosting CSE related notification policies follow:
The expirationCounter shall be decreased by one when the Originator successfully sends the notification request to Receiver(s). If the counter meets zero, the corresponding subscription resource is deleted.
In the case when a subscriber wants to receive and process batches of notifications rather than to receive and process notifications one by one, it may set the batchNotify attribute to express its notification policy. The batchNotify attribute (notification policy) is based on two values, the number of notifications to be batched for delivery, and/or a duration. When the Originator generates a notification event it checks the batchNotify policy, if a duration value is specified then a timer is started which expires after the duration value. If a number of notifications is specified then notification events are accumulated until the accumulated notification events reaches the specified number. If only the number of notifications is specified then the accumulated notifications are sent as a batch when that number has been reached. If only the duration is specified, then the accumulated notifications are sent as a batch when the timer expires. If both values are set then accumulated notifications are sent as a batch where the subscriber specified when either the timer expires or the number is reached whichever happens first. For example, a batchNotify policy having a duration of 10 minutes and a number of 20 notifications will accumulate notifications which is sent when the first of these two conditions are satisfied. The sending order is first-in first out (FIFO). The batch timer is reset upon the batch being sent. notificationEventCat is checked at the time of batch transmission and applied to each notification in the batch. Stored notification events may be dropped according to the notificationStoragePriority and the notificationCongestionPolicy (see clause 9.6.3). When the batchNotify and latestNotify attributes (notification policies) are used together, they enable two ways of sampling notification events. If the number of notification is set high then the duration value will drive the policy, and the latestNotify policy will cause a single event notification every duration period, e.g. send the latest event notification every hour. If the duration value is set high then the number of notifications will drive the policy, and the latestNotify policy will cause a single notification for every specified number of notifications, e.g. send the latest event notification for every 500 events notifications generated. The scope of the batchNotify policy is the Hosting CSE for the one subscription it is set in, it does not extend to transit CSEs.
In the case when a subscriber wants to limits the rate at which it receives and processes notifications, it may set the rateLimit attribute (notification policy) to express its notification policy. The rateLimit policy is based on two values, a maximum specified number of events (e.g. 10, 000) that may be sent within some specified rateLimit window duration (e.g. 60 seconds), and the rateLimit window duration. When the Originator generates a notification event it checks the rateLimit policy and whether the current total number of events sent is less than the maximum number of events within the current rateLimit window duration. If the current total is less than the maximum number then the notification may be sent, if it is equal or more then it is temporarily stored until the end of the current window duration, when the sending of notification events restarts in the next window duration. The sending of notification events continues as long as the maximum number of notification events is not exceeded within the window duration. The rateLimit windows are sequential (not rolling). The rateLimit policy may be used simultaneously with batchNotify and notificationStoragePriority policies. The scope of the rateLimit policy is the Hosting CSE for the one subscription it is set in, it does not extend to transit CSEs.
The pendingNotification attribute (notification policy) indicates the notification procedure to be followed following a connectionless period (due to lack of notification schedule or reachability schedule). When the Hosting CSE generates a notification with the pendingNotification, it shall check the notification schedule of the subscription and the reachability schedule associated with the Receiver. If there is no restriction then the notification is immediately sent, otherwise the notification may be cached according to the pendingNotification. If caching of retained notifications is supported on the Hosting CSE and contains the subscribed events then pending notification (those that occurred during the period on connectionless) will be sent to Receiver per the pendingNotification policy. If it is set to the "sendLatest", most recent notification should be sent and it shall have the Event Category set to "latest". If it is set to "sendAllPending", all the missed cached notifications should be sent in the order they occurred. The Hosting CSE may use the pendingNotification policy to determine whether and how many interim notifications to retain in its cache. The pendingNotification policy may be used simultaneously with any other notification policy. The scope of the pendingNotification is the Hosting CSE for the one subscription it is set in, it does not extend to transit CSEs.
-----------------------End of change 2---------------------------------------------
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