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Introduction
Change 1:

· The locationContainerID attribute (RO access mode) is always given by the Hosting CSE, hence its multiplicity shall be “0”. However it is currently 0..1.
· Added the sentence “Zero(‘0’) shall not be stored with non zero value(s).” in the description of locationUpdatePeriod(0..1(L)) attribute. (this change is only applicable for TS-0001 R2)
Change 2:
· With the <locationPolicy> update procedure, locationUpdatePeriod can be updated in two ways. For example. 1H -> 0/Null and 0/Null -> 1H. Currently, only the first update case is covered, so this CR proposes to add the second case.

Change 3:
· Wording changes including informative to normative text changes.
----------------------- Start of change 1 -----------------------
9.6.10
Resource Type locationPolicy
The <locationPolicy> resource represents the method for obtaining and managing geographical location information of an M2M Node.

The actual location information shall be stored in a <contentInstance> resource which is a child resource of the <container> resource.  The <container> resource includes the locationID attribute which holds the ID of this <locationPolicy> resource. A CSE can obtain location information based on the attributes defined on a <locationPolicy> resource, and store the location information in the target <container> resource.

Based on the locationSource attribute, the method for obtaining location information of an M2M Node can be differentiated. The methods for obtaining location information shall be as follows:

· Network-based method: where the CSE on behalf of the AE obtains the target M2M Node's location information from an Underlying Network.

· Device-based method: where the ASN is equipped with any location capable  modules or technologies (e.g. GPS) and is able to position itself.

· Sharing-based method: where the ADN has no GPS nor an Underlying Network connectivity. Its location information can be retrieved from either the associated ASN or a MN.

NOTE:
Geographical location information could include more than longitude and latitude.
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Figure 9.6.10-1: Structure of <locationPolicy> resource
The <locationPolicy> resource shall contain the child resources specified in table 9.6.10-1.

Table 9.6.10-1: Child resources of <locationPolicy> resource

	Child Resources of <locationPolicy>
	Child Resource Type
	Multiplicity
	Description
	<locationPolicyAnnc> Child Resource Types

	[variable]
	<subscription>
	0..n
	See clause 9.6.8
	None


The <locationPolicy> resource shall contain the attributes specified in table 9.6.10-2.

Table 9.6.10-2: Attributes of <locationPolicy> resource

	Attributes of <locationPolicy>
	Multiplicity
	RW/

RO/

WO
	Description
	<locationPolicyAnnc> Attributes

	resourceType
	1
	RO
	See clause 9.6.1.3 where this common attribute is described.
	NA

	resourceID
	1
	RO
	See clause 9.6.1.3 where this common attribute is described.
	MA

	resourceName
	1
	WO
	See clause 9.6.1.3 where this common attribute is described.
	MA

	parentID
	1
	RO
	See clause 9.6.1.3 where this common attribute is described.
	NA

	expirationTime
	1
	RW
	See clause 9.6.1.3 where this common attribute is described.
	MA

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3 where this common attribute is described.
	MA

	creationTime
	1
	RO
	See clause 9.6.1.3 where this common attribute is described.
	NA

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3 where this common attribute is described.
	NA

	labels
	0..1 (L)
	RW
	See clause 9.6.1.3 where this common attribute is described.
	MA

	announceTo
	0..1 (L)
	RW
	See clause 9.6.1.3 where this common attribute is described.
	NA

	announcedAttribute
	0..1 (L)
	RW
	See clause 9.6.1.3 where this common attribute is described.
	NA

	locationSource
	1
	RW
	Indicates the source of location information 

· Network Based

· Device Based

· Sharing Based
	OA

	locationUpdatePeriod
	0..1 (L)
	RW
	Indicates the period for updating location information. If the value is marked '0' or not defined, location information is updated only when a retrieval request is triggered. If the attribute has more than one value and the hosting CSE of the resource is the target device, the value could be selected within listed values depending on device’s local context information(e,q,, velocity, status of battery, range of the location etc). Zero(‘0’) shall not be stored with non zero value(s).
When the value is read, the first value in the list is the current active update period.
	OA

	locationTargetID
	0..1
	RW
	The identifier to be used for retrieving the location information of a remote Node and this attribute is only used in the case that location information is provided by a location server.
	OA

	locationServer
	0..1
	RW
	Indicates the identity of the location server. This attribute is only used in that case location information is provided by a location server.
	OA

	locationContainerID
	1
	RO
	ID of the <container> resource where the actual location information of a M2M Node is stored.
	OA

	locationContainerName
	0..1
	RW
	A name of the <container> resource where the actual location information of a M2M Node is stored. If it is not assigned, the Hosting CSE automatically assigns a name of the resource.

NOTE:
The created <container> resource related to this policy shall be stored only in the Hosting CSE.
	OA

	locationStatus
	1
	RO
	Contains the information on the current status of the location request (e.g. location server fault).
	OA


----------------------- End of change 1 -----------------------
----------------------- Start of change 2 -----------------------
10.2.10.1.3
Update <locationPolicy>
This procedure shall be used for updating an existing <locationPolicy> resource.

Originator: The Originator shall request to update attributes of an existing <locationPolicy> resource by using an UPDATE operation. The request shall address the specific <locationPolicy> resource of a CSE. The Originator may be either an AE or a CSE.

Receiver: The Receiver of an UPDATE request shall check whether the Originator is authorized to request the operation. The receiver shall further check whether the provided attributes of the <locationPolicy> resource represent a valid request for updating <locationPolicy> resource. 

Table 10.2.10.1.3-1: <locationPolicy> UPDATE

	<locationPolicy> UPDATE

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request

To: The address of the target <locationPolicy> resource

Content: The attributes which are to be updated

	Processing at Originator before sending Request
	None

	Processing at Receiver
	According to clause 10.1.3 with the following:
· If the value of locationUpdatePeriod attribute is updated to 0 or NULL,  the Hosting CSE shall stop periodical positioning procedure and perform the procedure when Originator retrieves the <latest> resource of the linked <container> resource. See the 10.2.10.2 for more detail.
· If the value of locationUpdatePeriod attribute is updated to bigger than 0 (e.g., 1 hour) from 0 or NULL, the Hosting CSE shall start periodical positioning procedure,

	Information in Response message
	According to clause 10.1.3

	Processing at Originator after receiving Response
	None

	Exceptions
	According to clause 10.1.3


10.2.10.1.4
Delete <locationPolicy>
This procedure shall be used for deleting an existing <locationPolicy> resource.
Originator: The Originator shall request to delete an existing <locationPolicy> resource by using the DELETE operation. The Originator may be either an AE or a CSE. This request can be occurred when the locationSource attribute of the created <locationPolicy> resource is "sharing-based" and the Originator is an AE that disconnects from the registered MN-CSE.
Receiver: The Receiver shall check if the Originator has DELETE permission on the <locationPolicy> resource. Upon successful validation, the CSE shall remove the resource from its repository and shall respond to the Originator with appropriate responses.
Table 10.2.10.1.4-1: <locationPolicy> DELETE
	<locationPolicy> DELETE

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request

To: the address of the target <locationPolicy> resource

	Processing at Originator before Sending Request
	None

	Processing at Receiver
	According to clause 10.1.4

	Information in Response message
	According to clause 10.1.4

	Processing at Originator after receiving Response
	Once the <locationPolicy> resource is deleted, the Receiver shall delete the associated resources (i.e., <container>, <contentInstance> resources). If the locationSource attribute and the locationUpdatePeriod attribute of the <locationPolicy> resource has been set with appropriate value, the Receiver shall tear down the session. The specific mechanism used to tear down the session depends on the support of the Underlying Network and other factors.

	Exceptions
	According to clause 10.1.4


----------------------- End of change 2 -----------------------
----------------------- Start of change 3 -----------------------
10.2.10.2
Procedure when the <container> and <contentInstance> resource contain location information
Since the actual location information of a target M2M Node shall be stored in the <contentInstance> resource as per the configuration described in the associated <locationPolicy> resource, this clause introduces the procedures related to the <contentInstance> and <container> resource.

10.2.10.2.1
Procedure for <container> resource that stores the location information

This procedure is mainly triggered by the creation of <locationPolicy> resource. Based on the defined attributes related to the <container> resource such as 'locationContainerID' and 'locationContainerName', the Hosting CSE shall create <container> resource to store the location information in its child resource, <contentInstance> resource  after the CSE obtains the actual location information of a target M2M Node. If the Originator provides the 'locationContainerName' and the given 'locationContainerName' does not exist in the Hosting CSE, the Hosting CSE shall set the 'resourceName' of the created <container> resource to the 'locationContainerName' provided by the Originator. If the given 'locationContainerName' already exists in the Hosting CSE, the Hosting CSE shall respond with an error following the general exceptions written in clause 10.1.1.1. If the Originator does not provide the 'locationContainerName' the Hosting CSE shall provide 'resourceName' for the created <container> resource. After the creation of the <container> resource, the resourceID attribute of the resource shall be stored in the 'locationContainerID'.

10.2.10.2.2
Procedure for <contentInstance> resource that stores location information

After the <container> resource that stores the location information is created, each instance of location information shall be stored in the different <contentInstance> resources. In order to store the location information in the <contentInstance> resource, the Hosting CSE firstly checks the defined locationUpdatePeriod attribute. If a valid period value is set for this attribute, the Hosting CSE shall perform the positioning procedures as defined period value, locationUpdatePeriod, in the associated <locationPolicy> resource and stores the results (e.g. position fix and uncertainty) in the <contentInstanace> resource under the created  <container> resource. However, if no value (e.g. null or zero) is set, the positioning procedure shall be performed when an Originator requests to retrieve the <latest> resource of the <container> resource and the result shall be stored as a <contentInstance> resource under the <container> resource.

----------------------- End of change 3 -----------------------
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