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GUIDELINES for Change Requests:
Provide an informative introduction containing the problem(s) being solved, and a summary list of proposals.
Each CR should contain changes related to only one particular issue/problem.
In case of a correction, and the change apply to previous releases, a separate “mirror CR” should be posted at the same time of this CR
Mirror CR: applies only when the text, including clause numbering are exactly the same.
Companion CR: applies when the change means the same but the baselines differ in some way (e.g. clause number).
Follow the principle of completeness, where all changes related to the issue or problem within a deliverable are simultaneously proposed to be made E.g. A change impacting 5 tables should not only include a proposal to change only 3 tables. Includes any changes to references, definitions, and acronyms in the same deliverable.
Follow the drafting rules.
All pictures must be editable.
Check spelling and grammar to the extent practicable.
Use Change bars for modifications.
The change should include the current and surrounding clauses to clearly show where a change is located and to provide technical context of the proposed change. Additions of complete clauses need not show surrounding clauses as long as the proposed clause number clearly shows where the new clause is proposed to be located.
Multiple changes in a single CR shall be clearly separated by horizontal lines with embedded text such as, start of change 1, end of change 1, start of new clause, end of new clause.
When subsequent changes are made to content of a CR, then the accepted version should not show changes over changes. The accepted version of the CR should only show changes relative to the baseline approved text. 
Introduction
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The CR proposes to modify the aggregatedNotification definition.
During discussion, it was decided to not to change the definition of aggregated notification instead change the notification procedure for subscription via group to handle the scenario when notifications are generated from a group.
For sub-group members, e.g. group2 in above figure, a fanout request shall be sent to CSE2 by CSE1, when notificationForwardingURI is present then notificationURI will be changed to URI of the group hosting CSE as highlighted. So notificationURI in <subscription> resource will be modified before fanout request is sent to CSE2. 
Now CSE2 is group hosting CSE for cont21 and cont22 members, so again CSE2 should modify the notificationURI with its URI so that it can aggregate the notifications from its members before sending them back to the original group hosting CSE i.e. CSE1. But since notificationForwardingURI is never modified so it will send the aggregated notification directly to the notificationForwardingURI instead of sending it to CSE1.
The CR proposes to replace the notificationForwardingURI at member group Hosting CSE with notificationURI so that member group hosting CSE sends aggregated notifications to its group hosting CSE and group Hosting CSE in turn send the final aggregated notification.

	7.4.14.1.1 Assign URI for aggregation of notification
If the request is to create a <subscription> resource, the group hosting CSE shall validate the request to check whether it contains a notificationForwardingURI attribute or not. If it does not, the group hosting CSE shall forward it to the group members. If it does, the group hosting CSE shall assign a new URI to the notificationURI attribute of the <subscription> in the requests before forwarding it to the group members. This new URI shall address the group hosting CSE so that it can receive and aggregate Notifications from those subscriptions.





-----------------------Start of change 1-------------------------------------------
7.4.14.2 [bookmark: _Ref442714789][bookmark: _Toc489281384]
7.4.14.3 
7.4.14.3.1 
7.4.14.3.2 
7.4.14.3.3 Assign URI for aggregation of notification
If the request is to create a <subscription> resource, the group hosting CSE shall validate the request to check whether it contains a notificationForwardingURI attribute or not. If it does not, the group hosting CSE shall forward it to the group members. If it does, the group hosting CSE shall assign a new URI to the notificationURI attribute of the <subscription> in the requests before forwarding it to the group members. This new URI shall address the group hosting CSE so that it can receive and aggregate Notifications from those subscriptions.
-----------------------End of change 1---------------------------------------------
-----------------------Start of change 2---------------------------------------------
6.2.1.1 [bookmark: _Toc489281110]m2m:aggregatedNotification
Used in the Notification Data Object.
Table 6.3.5.12‑1: Type Definition of m2m:aggregatedNotification
	Element Path
	Element Data Type 
	Multiplicity
	Note

	notification
	m2m:notification
	1..n
	

	
	
	
	



-----------------------End of change 2---------------------------------------------
-----------------------Start of change 2---------------------------------------------
<xs:element name="aggregatedNotification" type="m2m:aggregatedNotification" />

        <xs:complexType name="aggregatedNotification">
                <xs:sequence>
                        <xs:element name="notification" type="m2m:notification" minOccurs="0" maxOccurs="unbounded"/>
                </xs:sequence>
        </xs:complexType>

-----------------------End of change 2---------------------------------------------
-----------------------Start of change 1---------------------------------------------
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7.5.1.1 
7.5.1.2 
7.5.1.2.1 
7.5.1.2.2 
7.5.1.2.3 
7.5.1.2.4 
7.5.1.2.5 
7.5.1.2.6 Notification for subscription via group 
Whenever the subscription relationship is established through a <group> resource and either 
1.  subscribed to resources' modification triggers a notification procedure as defined in clause 7.5.1.2.2 
2. Or the subscribed to sub-<group> triggers a aggregated notification procedure as defined in clause 7.5.1.2.6and the subscription relationship is established through group resource, the following procedure shall be performed.
The Member hosting CSE shall perform the steps defined in clause 7.5.1.2.2.
The Group hosting CSE shall perform the following steps in order:
1. Validate if the notification or the aggregated notification has been is sent from one of its own member resources when it gets a notification at the notificationURI. The group hosting CSE shall return a response primitive with the Response Status Code indicating "ORIGINATOR_HAS_NO_PRIVILEGE" error if the validation fails.
[bookmark: OLE_LINK11][bookmark: _Hlk493841035]Upon successful validation, the group hosting CSE shall collect notification requests targeted at the same subscriber according to the notificationForwardingURI element of each notification data object.  The group hosting CSE shall aggregate the notification requests into an aggregatedNotification element of the notification data object. If the group hosting CSE receives an aggregated notification from a group member then it shall extract the notifications contained in that aggregated notification and insert them into the aggregatedNotification element (aggregatedNotification(s) are not nested). The timing of aggregation is done as per the group hosting CSE's local policy which is out of scope of the present document.
Send the aggregated notification to the notificationURI according to the notificationForwardingURI element in the notification data object. In case the group hosting CSE is member of another group hosting CSE through which the subscription is created, the notification request shall be sent according to the mapping of the notificationURI of the two group hosting CSEs. When aggregating the notification requests, the group hosting CSE may utilize the Request Expiration Timestamp parameter of the notification request primitive to determine the time by which the aggregated notifications need to be sent.
"Wait for Response primitive" procedure.
Upon receiving the response, the group hosting CSE shall send the response separately to each individual member hosting CSEs to respond their corresponding notify request.
The group hosting CSE may also stop aggregating notification requests depending on its own policy. The group hosting CSE shall not stop aggregating notification requests before the corresponding subscription expires. 
The Subscriber shall perform the following steps in order:
1. Extract each notification from the aggregated notification;
1. Treat the notification as if it is sent from the original subscribed-to resource;
1. "Create a success response" procedure;
1. "Send the Response primitive" procedure.

-----------------------End of change 1---------------------------------------------
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CHECK LIST
· Does this Change Request include an informative introduction containing the problem(s) being solved, and a summary list of proposals.?
· Does this CR contain changes related to only one particular issue/problem?
· Have any mirror CRs been posted?
· Does this Change Request  make all the changes necessary to address the issue or problem?  E.g. A change impacting 5 tables should not include a proposal to change only 3 tables?Does this Change Request follow the drafting rules?
· Are all pictures editable?
· Have you checked the spelling and grammar?
· Have you used change bars for all modifications?
· Does the change include the current and surrounding clauses to clearly show where a change is located and to provide technical context of the proposed change? (Additions of complete clauses need not show surrounding clauses as long as the proposed clause number clearly shows where the new clause is proposed to be located.)
· Are multiple changes in this CR clearly separated by horizontal lines with embedded text such as, start of change 1, end of change 1, start of new clause, end of new clause.?
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