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Introduction
This contribution brings potential requirements from usecases captured in the Edge/Fog WI to TS-002. 

In addition, as a part of the Edge/Fog work some pre-existing usecases have been identified as being of interest to this WI. The potential requirements are captured in Table 2 of this introduction. Upon analysis, many requirements are already supported. The requirements not yet supported are also proposed for inclusion in TS-0002, with changes to reflect requirement writing practices.
Note: other contributors are encouraged to propose additional Table 2 requirements for inclusion in TS-0002
Table 1 contains potential requirements collected as part of the Study on Edge and Fog Computing:
Table 1: Edge/Fog Study Use Cases
	TR
	Clause
	No
	Potential Requirements

	TR-0026
	6.27 Traffic Light Control and Coordination using Reliable Edge/Fog Service
	1
	The oneM2M System shall enable Edge/Fog Nodes to have service communications with multiple other Edge/Fog Nodes to meet reliability requirements.

	
	
	2
	The oneM2M System shall enable Edge/Fog Nodes to detect the failure of other Edge/Fog Nodes.

	
	
	3
	The oneM2M System shall enable the sharing and discovery of service capability information across Fog/Edge networks.

	
	
	4
	The oneM2M System shall enable requests for services to be provided by Fog/Edge Nodes.

	
	
	5
	The oneM2M System shall enable service migration among Fog/Edge Nodes.

	TR-0026
	6.31
Vehicular Data Service with a vehicular data model and Edge/Fog Computing

	1
	The oneM2M system shall enable Edge/Fog Nodes to support the data delivery and processing based on the event prioritization associated with an information model.

	TR-0001
	8.7 Resource reservation for public services

	1
	The oneM2M System shall support the provisioning and management of policies governing the use of resource reservation mechanisms, including: authorizing resource reservation requests, constraining resource reservation parameters (e.g. maximum reservation duration, maximum aggregated reservation duration, maximum number of resources reserved, maximum number of consecutive reservations granted, etc.)

	
	
	2
	The oneM2M System shall support mechanisms for time-limited reservation of resources at resource hosts, based on pre-provisioned resource reservation policies and reservation requests, subject to access control.

	TR-0001
	12.22
Link Binding in Digital Twins and Edge/Fog Computing

	1
	The oneM2M System shall enable methods to identify resource link-binding roles, such as source resource and destination resource.

	
	
	2
	The oneM2M System shall enable the link binding between a source resource and a destination resource.

	
	
	3
	The oneM2M System shall enable to create link bindings between a source resource and a destination resource.

	
	
	4
	The oneM2M System shall enable to update link bindings between a source resource and a destination resource.

	
	
	5
	The oneM2M System shall enable to cancel link bindings between a source resource and a destination resource.

	TR-0001
	12.27
Cooperative Fog Services with Drones


	1
	The oneM2M System shall enable a fog node to identify fog nodes that can potentially cooperate to complete a request and to track their capabilities (e.g. battery level, available memory) in an efficient manner.

	
	
	2
	The oneM2M System shall enable a fog node to select a group of fog nodes to cooperate on a fog service request, and split the request into multiple sub-requests according to the type, amount, and availability of the selected fog nodes’ capabilities, such that the capability requirement in each sub-request will not exceed the capacity of the corresponding fog node.

	
	
	3
	The oneM2M System shall enable a fog node to coordinate a group/cluster of fog nodes to provide services to a user.

	
	
	4
	The oneM2M System shall enable a group of fog nodes cooperating on a service to re-allocate tasks among the group nodes as needed to adapt to the dynamic capability distribution within the group.

	
	
	5
	The oneM2M System shall enable identification and management of hierarchical fog clusters.


Table 2 contains other oneM2M potential requirements identified to be relevant to the study:
NOTE: Some of the potential requirements may be consolidated. (e.g. REQ-2013-0174R05 and REQ-2013-0180R03)
Table 2: Edge/Fog Study Use Cases
	TR
	Clause
	No
	Potential Requirements

	TR-0001
	5.5
Oil and Gas Pipeline Cellular/Satellite Gateway

	1
	The M2M system shall be capable of supporting gateway nodes that are capable of transporting sensor measurements to back end servers.

	
	
	2
	The M2M system shall be capable of supporting static or mobile peer forwarding nodes that are capable of transporting sensor measurements to a gateway node.

	
	
	3
	Whenever a pipeline sensor has measurement data available, it shall be possible for the sensor to send a request to the local pipeline gateway to transport new measurement data to the backend server.

	
	
	4
	Whenever measurement data is available, it shall be possible for the pipeline sensor or a local processing node/gateway to process the information and assess the urgency or criticality of the information, and tag the data appropriately to be critical/urgent or delay-tolerant.

	
	
	5
	Whenever measurement data is available that is determined to be critical/urgent, it shall be possible for the local gateway to send the information to a backend server as soon as possible (such as within in a few 100s of ms). Delay-tolerant data shall be transported within the delay tolerance specified.

	
	
	6
	Whenever measurement data is available that is determined to be not important, the system may choose to not transport the data to reduce network usage or to reduce device energy usage.

	
	
	7
	More frequent measurements may be taken such as when one or more anomalies are detected in the system, which can result it more data and more frequent urgent transmissions in the system, depending on the criticality of the data.

	
	
	8
	A local analytics service function can be executed on the local processing gateway based on evaluation rules associated with the measurement data, and decisions can be taken based on the processing.

	
	
	9
	A distributed analytics service function can be executed in collaboration with a backend server, where additional processing of data can be performed at the backend server, or where the rules associated with local processing can be configurable by a backend server.

	
	
	10
	The local pipeline gateway needs to be capable to buffer incoming requests from the pipeline sensor for transporting data to the backend server and support forwarding them at a later time – which could potentially be a very long time in the order of hours, days or even more – depending on cellular network availability, cellular network utilization policies, device constraints.

	
	
	11
	The local pipeline gateway needs to be capable to accept parameters with incoming requests from the pipeline sensor which define a delay tolerance for initiating the delivery of the sensor measurements or parameters for categorizing sensor measurements into different levels of priority/QoS.

	
	
	12
	The local pipeline gateway needs to be cable of receiving policies which express cellular network utilization constraints and which shall govern the decision making in the gateway when initiating connectivity over cellular networks.

	
	
	13
	The local pipeline gateway needs to be capable to trigger connections to the cellular network in line with the parameters given by the request to transport data and in line with configured policies regarding utilization of the cellular network.

	
	
	14
	The local pipeline gateway shall have the ability to categorize the data based on the abnormality/urgency or delay tolerance of the data.

	
	
	15
	The local pipeline gateway can be provisioned with policies to handle categorized traffic.

	
	
	16
	The M2M system shall support transport of data from the backend server to the local pipeline gateway.

	
	
	17
	The M2M system shall support of triggering a cellular connection to the local pipeline gateway in case the gateway supports such functionality

	TR-0001
	7.1
M2M Healthcare Gateway

	1
	The M2M system shall be capable of supporting gateway nodes that are capable of transporting sensor measurements to back end servers.

	
	
	2
	Whenever a healthcare sensor has measurement data available, it shall be possible for the sensor to send a request to the local healthcare gateway to transport new measurement data to the backend server.

	
	
	3
	The local healthcare gateway needs to be capable to buffer incoming requests from the healthcare sensor for transporting data to the backend server and support forwarding them at a later time – which could potentially be a very long time in the order of hours, days or even more – depending on cellular network availability, cellular network utilization policies, device constraints.

	
	
	4
	The local healthcare gateway needs to be capable of accepting parameters with incoming requests from the healthcare sensor source which define a QoS policy for initiating the delivery of the sensor measurements or parameters for categorizing sensor measurements into different levels of priority/QoS.

	
	
	5
	The local healthcare gateway needs to be able to concurrently process multiple streams of data from different sources with awareness for the stream processing requirements for each of the streams. The local healthcare gateway needs to address the QoS policy of one or more concurrent streams while taking into account network constraints such as available link performance and network cost. The local healthcare gateway needs to adapt to dynamic variations in the available link performance or network communication cost or network availability to deliver one or more data streams concurrently.

	
	
	6
	The local healthcare gateway needs to be capable of receiving policies which express cellular network utilization constraints and which shall govern the decision making in the gateway when initiating connectivity over cellular networks.

	
	
	7
	The local healthcare gateway needs to be capable to trigger connections to the cellular network in line with the parameters given by the request to transport data and in line with configured policies regarding utilization of the cellular network.

	
	
	8
	The M2M system shall be capable of supporting a mechanism to allow applications (residing on the local gateway, on the backend server or on the sensor itself) to subscribe to data of interest and get notifications on changes or availability of that data.

	
	
	9
	The M2M system needs to be able to allow access to data that is being transported or buffered only to authenticated and authorized applications.

	
	
	10
	The M2M system shall support transport of data from the backend server to the cellular healthcare gateway.

	
	
	11
	The M2M system shall support of triggering a cellular connection to the local healthcare gateway in case the gateway supports such functionality.

	
	
	12
	Subscriber-specific filters can be set up at the healthcare service enterprise backend server so that each subscriber can be notified only when information/events relevant to the subscriber are available/occur.

	
	
	13
	The M2M system shall be able to support a wakeup trigger (aka "shoulder-tap") mechanism (such as using SMS or alternate mechanisms) to wake up the gateway. The gateway can subsequently establish a network connection and query the enterprise backend server for additional information, and the enterprise backend server may then respond with adequate information to enable further processing of its request.

	
	
	14
	When some of the components of M2M System are not available (e.g. WAN connection lost), the M2M System shall be able to support the normal operation of components of the M2M System that are available.

	
	
	15
	When some of the components of M2M System are not available (e.g. WAN connection lost), the M2M System shall be able to support the confidentiality and the integrity of data between authorized components of the M2M System that are available.

	TR-0001
	9.1 Home Energy Management
	1
	Similar to that of WAMS use case summarized as follows:
a. Data collection and reporting capability/function

b. Remote control of M2M Devices

c. Information collection & delivery to multiple applications

d. Data store and share

e. Authentication of M2M system with M2M devices/ /collectors

f. Authentication of M2M devices with M2M applications

g. Data integrity

h. Prevention of abuse of network connection

i. Privacy

j. Security credential and software upgrade at the Application level

In addition, the following requirements are needed:

k. The M2M system shall support a Gateway 

l. The Gateway can be per home or per multiple homes e.g. a Gateway Concentrator.

	
	
	2
	Configuration Management

	
	
	3
	Pre provisioning of the M2M Devices and Gateways:

· The M2M System shall support mechanisms to perform simple and scalable pre provisioning of M2M Devices/Gateways.

	
	
	4
	Management of multiple M2M Devices/Gateways.
a. The M2M Application e.g. the HEM application shall be able to interact with one or multiple M2M Devices/Gateways, e.g. for information collection, control, either directly or through using M2M Service Capabilities. 
b. The HEM application shall be able to share anonymous data with energy partners to provide the consumer with special energy rates.

	
	
	5
	Support for subscribing to receive notification:

a. The M2M System shall support a mechanism for allowing applications to subscribe and being notified of changes. 

b. The M2M System operator shall be is able to support subscription of the HEM application to subscribe.

	
	
	6
	Support for optimizing notification:

· The M2M System shall be able to may support a mechanism for delaying notification of Connected Devices in the case of a congested communication network.

	
	
	7
	Support for store and forward

· The M2M System shall be able to support a mechanism to manage a remote access of information from other Connected Devices. When supported the M2M system shall be able to aggregate requests and delay to perform the request depending on a given delay and/or category e.g. the M2M application does not have to connect in real time with the devices.

	TR-0001
	9.2
Home Energy Management System (HEMS)

	1
	Gateway Device shall have the following requirements.

1. To detect the newly installed Home Appliance.

2. To be provided with appropriate pre provisioning configuration which is required to host the Home Appliances.

3. To support Home Appliances from multiple vendors as an abstracted object model.

4. To allow control to be overridden of the Home Appliances by User’s direct operation.

	TR-0001
	9.5
Event Triggered Task Execution

	1
	M2M System Shall support timer triggered data collection on M2M Gateway from M2M Device.

	
	
	2
	M2M System Shall support M2M Gateway which reports collection of data measured by M2M Device.

	
	
	3
	M2M System Shall support to start/stop monitoring measured data by M2M Device triggered by status change of M2M Device to be monitored.

	
	
	4
	M2M System Shall support conditional report from M2M Gateway which reports measured data by M2M Device(s). The condition can be expressed as event notification message which is triggered by M2M Application which is monitoring threshold and/or size of value change.

	TR-0026
	6.32 Protocol selection at gateway

	
	1) The oneM2M System shall enable infrastructure to connect multiple protocols to devices for sustainable device connection. (OSR-100)

2) The oneM2M System shall support the capability of selecting communication protocols between entities in a flexible manner.

3) The oneM2M System shall support dynamic management and configuration of protocols in entities for sustainable device connection.
4) The oneM2M System shall enable infrastructure to connect multiple underlying networks to devices for sustainable device connection. (OSR-100)

5) The oneM2M System shall support the capability of selecting underlying networks between entities in a flexible manner.

6) The oneM2M System shall support dynamic management and configuration of underlying networks in entities for sustainable device connection.



-----------------------Start of change 1-------------------------------------------
6.1
Overall System Requirements
Editor’s note: Definition of edge/Fog nodes must be provided before architectural work.
Table 1: Overall System Requirements
	Requirement ID 
	Description
	Release

	OSR-x001


	The oneM2M System shall enable Edge/Fog Nodes to have service communications with multiple other Edge/Fog Nodes to meet reliability requirements.
	

	OSR-x002
	The oneM2M System shall enable Edge/Fog Nodes to detect the failure of other Edge/Fog Nodes.
	

	OSR-x003
	The oneM2M System shall enable the sharing and discovery of service capability information across Fog/Edge networks.
	

	OSR-x004
	The oneM2M System shall enable requests for services to be provided by Fog/Edge Nodes.
	

	OSR-x005
	The oneM2M System shall enable service migration among Fog/Edge Nodes.
	

	OSR-x00
6
	The oneM2M system shall enable Edge/Fog Nodes to support the data delivery and processing based on the event prioritization associated with an information model.
	

	OSR-x00
7
	The oneM2M System shall support the provisioning and management of policies governing the use of resource reservation mechanisms, including: authorizing resource reservation requests, constraining resource reservation parameters (e.g. maximum reservation duration, maximum aggregated reservation duration, maximum number of resources reserved, maximum number of consecutive reservations granted, etc.)
	

	OSR-x008
	The oneM2M System shall support mechanisms for time-limited reservation of resources at resource hosts, based on pre-provisioned resource reservation policies and reservation requests, subject to access control.
	

	OSR-x00
9
	The oneM2M System shall enable methods to identify resource link-binding roles, such as source resource and destination resource.
	

	OSR-x010
	The oneM2M System shall enable the link binding between a source resource and a destination resource.
	

	OSR-x011
	The oneM2M System shall enable to create link bindings between a source resource and a destination resource.
	

	OSR-x012
	The oneM2M System shall enable to update link bindings between a source resource and a destination resource.
	

	OSR-x013
	The oneM2M System shall enable to delete link bindings between a source resource and a destination resource.
	

	OSR-x0
14
	The oneM2M System shall enable a fog node to identify Fog nodes that can potentially cooperate to complete a request and to track their capabilities (e.g. battery level, available memory) in an efficient manner.
	

	OSR-x015
	The oneM2M System shall enable a fog node to select a group of fog nodes to cooperate on a fog service request, and split the request into multiple sub-requests according to the type, amount, and availability of the selected fog nodes’ capabilities, such that the capability requirement in each sub-request will not exceed the capacity of the corresponding fog node.
	

	OSR-x016
	The oneM2M System shall enable a fog node to coordinate a group/cluster of fog nodes to provide services to a user.
	

	OSR-x017
	The oneM2M System shall enable a group of fog nodes cooperating on a service to re-allocate tasks among the group nodes as needed to adapt to the dynamic capability distribution within the group.
	

	OSR-x018
	The oneM2M System shall enable identification and management of hierarchical fog clusters.
	

	OSR-x019

	The oneM2M System shall enable local analytic services executed at processing gateways using evaluation rules associated with local data 
	

	OSR-x020

	The oneM2M System shall enable distributed analytics services executed in collaboration with a centralized analytics  service, e.g. where the centralized service performs additional processing triggered by the distributed services  or where the centralized service provides rules associated with the local processing 
	

	OSR-x021

	The oneM2M System shall enable policies for initiating data delivery or parameters for categorizing data into different levels of priority orQoS.
	

	OSR-x022
	The oneM2M System shall enable the use of subscriber-specific filters for notifications and event processing, so that each subscriber can be notified only when events relevant to the subscriber occur.
	

	OSR-x023

	The oneM2M System shall enable sharing of data anonymously between applications.
	

	OSR-x024
	The oneM2M System shall support mechanisms for delaying notifications in case of a congested communication network.
	

	OSR-x025

	The oneM2M System shall support the capability of selecting communication protocols between entities in a flexible manner.
	

	OSR-x026
	The oneM2M System shall support dynamic management and configuration of protocols in entities for sustainable device connection.
	

	OSR-x027
	The oneM2M System shall support the capability of selecting underlying networks between entities in a flexible manner.
	

	OSR-x028
	The oneM2M System shall support dynamic management and configuration of underlying networks in entities for sustainable device connection.
	


-----------------------End of change 1-------------------------------------------
�TR-026 clause 6.27


�TR-026 clause 6.31


��TR-001 clause 8.7


�TR-001 clause 12.22


�TR-001 clause 12.27


�TR-0001 clause 5.5


�


OSR-036�
The oneM2M System should provide mechanisms to accept requests from M2M Application Service Providers for compute/analytics services.�
�



�TR-0001 clause 7.1


�TR-0001 clause 9.1


��TR-026 clause 6.23
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