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[bookmark: _Toc61845988]Executive Summary
Please include an Executive Summary at the start of each White Paper.
This is probably the most important clause in the white paper, as it is the only part many readers will read.
Please keep the Executive Summary short, preferably 1 page, max. 2 pages. Do not introduce any new ideas in the Executive Summary – it is a summary of the contents of the white paper, not an introduction, not a set of conclusions. 
The Executive Summary does not replace the introduction or conclusions clauses.

[To be added]


[bookmark: _Toc61845989]Introduction
Edge computing as an evolution of cloud computing brings application hosting from centralized data centres down to the network edge, closer to consumers and the data generated by applications. Edge computing is acknowledged as one of the key pillars for meeting the demanding Key Performance Indicators (KPIs) of 5G, especially as far as low latency and bandwidth efficiency are concerned. However, not only is edge computing in telecommunications networks a technical enabler for the demanding KPIs, it also plays an essential role in the transformation of the telecommunications business, where telecommunications networks are turning into versatile service platforms for industry and other specific customer segments. This transformation is supported by edge computing, as it opens the network edge for applications and services, including those from third parties. 

ETSI ISG MEC (Industry Specification Group for Multi-access Edge Computing) is the home of technical standards for edge computing. The group has already published a set of specifications (Phase 1) focusing on management and orchestration (MANO) of MEC applications [2, 3], application enablement API [4], service Application Programming Interfaces (APIs) [5, 6, 7, 8] and the User Equipment (UE) application API [9]. The MANO and application enablement functions contribute to enabling service environments in edge data centres, while the service APIs enable the exposure of underlying network information and capabilities to applications. One of the key value-adding features of the MEC specification is this ability for applications to gain contextual information and real-time awareness of their local environment through these standardized APIs. This local services environment is a flexible and extendable framework, as new services can be introduced by following the API guidelines in [10], when creating new service APIs. And finally, the UE application API lets the client application in the UE interact with the MEC system for application lifecycle management.
      
oneM2M is the global standards initiative where technical specifications for a common Internet of Things (IoT) and Machine to Machine (M2M) Service Layer are being developed. oneM2M is creating a single horizontal platform for the exchange and sharing of data among all applications. It is also creating a distributed software layer—similar to an operating system—which is facilitating that unification by providing a framework for interworking with different technologies. Since it started in Aug. 2012, oneM2M plays as the interoperability enabler for the entire IoT and M2M ecosystem through developing various IoT features and interworking technologies (e.g., oneM2M-3GPP Interworking, oneM2M-OCF Interworking, oneM2M-Modbus Interworking) as its specification. As Edge and Fog Computing are expected to be employed in order to mitigate the burdens on data centers/core networks and decrease communication latency by processing, acquiring and storing data at the edge network near IoT devices, oneM2M has worked on the definition of Fog/Edge use cases and requirements at the Stage 1 work in oneM2M Release 4 and is now developing oneM2M’s Fog/Edge architecture. In practical terms, this is a bit like a vehicle driving along a road, passing several roadside units which are Edge/Fog nodes in a larger system architecture. In this case, the oneM2M system will synchronise data and context information between the nodes to support uninterrupted and continuous intelligent transport services.

The concept of virtualization has been introduced recently in IT, and a huge percentage of workloads is running on the virtual machines. The next step for virtualization is envisioned in networking. The concept of Virtual Network functions (VNFs) improves the way telecoms providers, create, deploy and manage networks. Therefore, ETSI ISG MEC provides the virtual function orchestration manager responsible of orchestrating oneM2M service layers functions which are presented in form of VNFS in order to be instantiated on top of ETSI ISG MEC. In conclusion, a novel interworking architecture that allows the provisioning of virtual IoT platform to run at the network edge nodes to meet requirements for mission critical IoT applications.

As both ETSI ISG MEC and oneM2M are leading global standards for Edge Computing and IoT, respectively, this white paper intends to demonstrate how two organizations can work together towards an efficient, interoperable and reliable Edge Computing for common IoT services. We first introduce the two organizations, ETSI ISG MEC and oneM2M, then illustrate their technical approach to Edge Computing, demonstrating how both organizations’ thought leaders envision the growth of IoT on the Edge through collaboration. Thirdly, we provide the design of the interworking architecture which enables dynamic instantiation of oneM2M service layer to the edge nodes with only required oneM2M’s common service layer functions (CSFs) on the top of ETSI ISG MEC virtualization infrastructure and, subsequently, grant IoT devices access to required common service functions with low network latency. Lastly, we illustrate the enhancement of IoT use cases by using the novel interworking reference architecture designed from both ETSI ISG MEC and oneM2M standards.





[bookmark: _Toc61845990]Organizational Overviews
TBD           
[bookmark: _Toc61845991]Overview of the ETSI MEC ISG   
ETSI is a standards development organization (SDO) which is officially recognised by the European Union as a European Standards Organisation. The ETSI MEC ISG is an approved group within ETSI, with its own specific terms of reference, and was formed with 24 companies in December 2014. Its purpose is to develop specifications to create a standardised open environment to allow applications to be deployed and run across multi-vendor Multi-access Edge Compute (MEC) platforms. Currently the ISG comprises of 67 Members, as well as 33 Participants. Both Members and Participants make technical contributions to help develop specifications and reports. In addition, Members have voting rights to approve the documentation. The group contains a diverse set of organisations representing different aspects of the MEC value chain, including mobile operators, application developers, Over the Top (OTT) players, Independent Software Vendors (ISVs), telecom equipment vendors, IT platform vendors, system integrators, and other technology providers. 

The MEC ISG scope covers all elements that are required for mobile edge applications to be deployed as software only entities which run on virtualised infrastructure. The full application lifecycle is covered using a framework and reference architecture to give structure to the work. The key layers considered are the mobile edge host, the mobile edge system which provides overarching management of the mobile edge system, and interactions with the network layer. MEG ISG has published specifications focusing on management and orchestration (MANO) of MEC applications, application enablement API, service APIs and the User Equipment (UE) application API. The standardisation of APIs allows not only the management of applications but also allows applications to gain contextual information and real-time awareness of their local environment.

There is close alignment between ETSI MEC specifications and 3GPP 5G system specifications. The 3GPP 5G specifications include a set of functionalities which act as enablers for MEC. Alignment of two specifications allows collaborative working in various scenarios such as traffic routing and policy control related operations. This differs from the relationship between MEC and 4G networks where MEC was an add on, with 5G it is essential to support low latency together with mission critical and future IoT services. The close alignment can be seen with, for example the ETSI MEC specifications needed to support network slicing.

Further to the specification and standards work the MEC SIG also runs the  ETSI ISG MEC Proof of Concept (PoC) Framework programme. PoCs are used to validate and inform the technical activities, as well as to demonstrate MEC concepts and use cases; together with engaging the value chain stakeholders and accelerating standards adoption.



TBD

[bookmark: _Toc61845992]Overview of oneM2M
oneM2M brings together several major ICT Standards Development Organizations (SDOs) around the world, such as ARIB (Japan), ATIS (North America), CCSA (China), ETSI (Europe), TIA (North America), TSDSI (India), TTA (S. Korea) and TTC (Japan)[footnoteRef:1]. These SDOs, referred to as “Partners Type 1”, share the objective of developing common standards for a common service layer that applies across different industry segments. The Partners Type 1 have acted strategically to achieve a much-needed convergence in the IoT standards landscape. Instead of developing IoT standards individually and for their local markets, they agreed, in 2012, to collaborate through the oneM2M partnership project. To promote oneM2M, they facilitate the development and publication of oneM2M specifications as their own standards[footnoteRef:2]. This ensures a global and institutional reach for oneM2M. In 2018, the ITU formally adopted the oneM2M specifications, including a full international recommendation for the oneM2M architecture[footnoteRef:3]. [1:  ARIB - Association of Radio Industries and Businesses - www.arib.or.jp/english/arib/about_arib.html  
   ATIS - Alliance for Telecommunications Industry Solutions - www.atis.org  
   CCSA - China Communications Standards Association - www.ccsa.org.cn/english/ 
   ETSI - European Telecommunications Standards Institute - www.etsi.org/ 
   TIA - Telecommunications Industry Association - www.tiaonline.org/ 
   TSDSI - Telecommunications Standards Development Society, India - www.tsdsi.in/ 
   TTA - Telecommunications Technology Association - www.tta.or.kr/English/ 
   TTC - Telecommunication Technology Committee - https://www.ttc.or.jp/e/index.html 
]  [2:  oneM2M latest specification drafts http://onem2m.org/technical/published-drafts 
]  [3:  ITU-T Publication Y.4500.1 : oneM2M Functional Architecture - https://www.itu.int/rec/T-REC-Y.4500.1/en 
] 


Currently, there are 200 active members in oneM2M. All share the vision of specifying a common service layer, a layer that sits between applications and networks and exposes functions needed by IoT applications across different industry segments. Several fora and industry alliances working on IoT-related topics also joined oneM2M. They play an important role in shaping oneM2M specifications and ensuring a coordinated approach. These are referred to as Partners Type 2, and the category presently includes GlobalPlatform, which creates and publishes an international standard for enabling digital services and devices to be trusted and managed securely throughout their lifecycle. 

The process of developing oneM2M specifications is open and contribution-driven, as distinct from proprietary approaches. This means that the industry at large can influence the direction of the specifications and market deployments. Moreover, oneM2M maintains liaisons with other standards initiatives and industry fora, such as 3GPP, W3C, IIC and Plattform Industrie 4.0, to ensure complementary approaches. 

Architecture concept of oneM2M. Architecturally, oneM2M’s common service layer functions as a horizontal, abstraction layer between IoT applications (i.e. business logic) and the communications networks that provide connectivity to end-point devices and sensors (i.e. actuation and data capture). The benefit of this abstraction layer is that users of the oneM2M specifications do not need to master integrated stack technologies to design, deploy and manage multiple IoT applications or IoT applications in different industry verticals. 

The common service layer offers a set of common service functions, e.g. device management, registration and security. It horizontally joins the middle layers of several separate, heterogenous, vertical IoT solutions. The sharing of common capabilities at this middle layer ensures re-usability and delivers economies of scale. 

Another aspect of oneM2M’s horizontal architecture is that it lays the foundations for cross-silo interoperability. Individual IoT solutions can share data and resources through common service layer functions such as resource discovery and semantic interoperability. As a result, application developers, solution providers and data suppliers can share data between application silos and reduce their dependence on single-vendor solutions.

oneM2M follows a use-case-driven approach to IoT standardization with real-world scenarios that serve to derive requirements for the common service layer. By doing so, it can address the needs of multiple use cases including the ones that the group did not anticipate at the time of the specification, thus building an element of future-proofing in the standardization process. To enhance the stability of the oneM2M specifications and shorten time to market, oneM2M hosts multiple interoperability and hack-a-thon events every year. Engineers can test their products against each other, in accordance with agreed test specifications, and participants can learn more about oneM2M. These events are a significant asset in validating oneM2M’s technical specifications and their implementation across multiple solution providers. 

In addition, the Global Certification Forum (GCF) manages a oneM2M global certification program[footnoteRef:4]. oneM2M certification through GCF ensures oneM2M solution providers maintain the proper functionality and compliance with the oneM2M specifications and that oneM2M solutions can interoperate with one another. The full suite of oneM2M technical specifications, including different releases, is available for download at www.oneM2M.org.   [4:  GCF and TTA officially sign agreement for oneM2M global certification solution at MWC19 
   https://www.globalcertificationforum.org/news/gcf-tta-sign-onem2m--agreement-at-mwc19.html 
] 




[bookmark: _Toc61845993]Standardization Activity
In this section, we illustrate the ETSI ISG MEC framework architecture and provide the ETSI MEC’s API to set up an environment which can create new value-added services, support edge computing interoperability. Describe summary of this section

[bookmark: _Toc61845994]ETSI MEC’s API
MEC provides IT and cloud-computing capabilities at the edge of the network in order to offer a service environment with ultra-low latency, high-bandwidth, and real time access to access network information. The environment can create new value-added services and expect to minimize the amount of processing required by cloud nodes and devices.
The MEC initiative is an Industry Specification Group (ISG) within ETSI. The purpose of the ISG is to create a standardized, open environment which will allow the efficient and seamless integrations of applications from vendors, service providers, and third-parties across multi-vendor edge computing platforms.
ISG MEC works on use cases, requirements, a reference architecture and corresponding API specifications. It published in July 2017 the first set of API specifications for application enablement in an Edge Computing node and for capability exposure to applications. The API specifications are first phase specifications, called MEC Phase 1.
In September 2016, ISG MEC changed the acronym MEC from “mobile edge computing” to “multi-access edge computing” to reflect the importance of addressing Wi-Fi and fixed-line in addition to 3GPP access technologies. This phase, known as MEC Phase 2, leverages on the industry acceptance of the Phase 1 specifications. Regarding the Phase 2 works in progress, see ETSI Work Programme.What it standardizes, what API, Framework it brings to market?
	

MEC framework and reference architecture. The MEC Framework shows the general entities involved for enabling the hosting of Mobile edge applications, as defined in the GS (Group Specification) MEC 003. The Framework can be grouped into Networks level entity, Mobile edge host level and Mobile edge system level, see Figure 1.

[image: ]
[bookmark: _Ref515523868]Figure 1: MEC framework

Figure 2 illustrates the MEC reference architecture defined in the GS MEC 003. The reference architecture shows the functional elements that comprise MEC system and the reference points between them.
[image: ]
[bookmark: _Ref515523906]Figure 2: MEC reference architecture .

The reference architecture comprises mainly the following functions (those functions with reference points are further described in GS MEC 003): 
· Mobile edge host: The Mobile edge host comprises a Mobile edge platform and a Virtualisation infrastructure which provides compute, storage, and network resources for the mobile edge applications.
· Mobile edge platform: The Mobile edge platform is the collection of essential functionality required to run Mobile edge applications and enable them to discover, advertise, consume, and offer mobile edge services via Mp1 reference point. It also communicates other Mobile edge host through the Mp3 reference when supported.
· Mobile edge applications: The Mobile edge applications run as the virtual machines (VM) of the Mobile edge host. They interact with the Mobile edge platform to consume and provide mobile edge services via Mp1 reference point.
· Virtualisation infrastructure: The Virtualisation infrastructure includes a data plane that executes the traffic rules received by the mobile edge platform, and routes the traffic among applications, services, DNS server/proxy, 3GPP network, local networks and external networks.
· OSS (Operations Support System): The OSS receives requests via the CFS (Customer Facing Service portal) portal and from UE applications for instantiation or termination of applications and communicates with the Mobile edge orchestrator via Mm1 reference point for further processing.
· Mobile edge orchestrator: The Mobile edge orchestrator is the core component of Mobile edge system level. It maintains an overview of the mobile edge system, on-boards of application packages, validates application rules and requirements, triggers application instantiation and termination, and selects appropriate mobile edge host(s).
· Mobile edge platform manager: The Mobile edge platform manager manages the life cycle of applications, provides element management functions to the mobile edge platform and manages the application rules and requirements. It also receives fault reports and performance measurements from the virtualisation infrastructure manager.
· Virtualisation infrastructure manager: The Virtualisation infrastructure manager allocates, manages and releases the virtualized resources (compute, storage and networking) of the virtualisation infrastructure via Mm7 reference point. It also collects and reports performance and fault information about the virtualised resources.
· User application LCM proxy: The User application LCM (lifecycle management) proxy allows UE applications to request on-boarding, instantiation, termination of user applications via Mx2 reference point. It also authorizes requests from UE applications in the UE and interacts with the OSS via Mm8 reference point and the Mobile edge orchestrator via Mm9 reference point for further processing of these requests.
[bookmark: _Toc33691176]MEC API Specifications
ISG MEC defines a set of standardized APIs to support edge computing interoperability. The published API specifications comprise generic set of API design principles and patterns, management related APIs (system, host and platform management, and application lifecycle management), application enablement API, service related APIs (Radio Network Information, Location, UE Identity, and Bandwidth Management), and UE application interface. Figure 3 shows the mapping between MEC API specifications and MEC reference architecture. 


[bookmark: _Ref515523966]Figure 3: Mapping between MEC API specifications and MEC reference architecture

[bookmark: _Toc33691177][bookmark: _Toc33691178]Generic set of API design principles and patterns, “GS MEC 009”: Generic set of API design principles and patterns is defined in GS MEC 009. It also specifies guidance for MEC API documentation. Compliance with these principles ensures consistency across APIs.
System, Host and Platform management APIs, “GS MEC 010-1”: Platform management API focuses on Mm2 reference point between the OSS and Mobile edge platform manager, defined in GS MEC 010-1. The API provides platform management related functionality, such as configuration management and fault management, using 3GPP defined IRPs (Integration Reference Point).
[bookmark: _Toc33691179]Application lifecycle management (LCM) APIs, “GS MEC 010-2”: Application LCM API using Mm1 and Mm3 reference points is defined in GS MEC 010-2. Mm1 reference point between Mobile Edge Orchestrator and OSS is used for on-boarding application packages, triggering application instantiation and termination. Mm3 reference point between the Mobile edge orchestrator and the Mobile edge platform manager is used for the management of the application lifecycle, application rules and requirements, and keeping track of available mobile edge services.
[bookmark: _Toc33691180]Application Enablement API, ”GS MEC 011”: Application Enablement API is specified in GS MEC 012 and supports the requirements in GS MEC 002. It focuses on Mp1 reference point between Mobile edge application and Mobile edge platform, which provides service related functionality, such as registration, discovery and service availability. It also provides other functionality, such as application start-up/termination, available transports, traffic rules (e.g. traffic filter per flow or packet and priority of traffic rule), DNS rules activation, and access to time of day information (e.g. NTP and PTP). 
[bookmark: _Ref2675790][bookmark: _Toc33691181]Radio Network Information service (RNIS) API, ”GS MEC 012”: RNIS API is specified in GS MEC 012 and supports the requirements in GS MEC 002. It provides radio network related information to Mobile edge application and Mobile edge platform in order to optimize the existing services and to provide new type of services that are based on up to date information on radio conditions. RNIS is discovered over the Mp1 reference point.
[bookmark: _Ref2675799][bookmark: _Toc33691182]Location service (LS) API, ”GS MEC 013”: LS API is specified in GS MEC 013 and supports the requirements in GS MEC 002. It provides the location related information to Mobile edge application and Mobile edge platform. LS supports the location retrieval mechanism, the location subscribe mechanism, the anonymous location report (e.g. for statistics collection), and the location information. LS is registered and discovered over the Mp1 reference point.
[bookmark: _Toc33691183]UE Identity service API, “GS MEC 014”: UE Identity service API is specified in GS MEC 014 and supports the requirements in GS MEC 002. The UE Identity feature is to allow UE specific traffic rules in the mobile edge system. Each UE is identified by a unique tag and the tag registration triggers the Mobile edge platform to activate the corresponding traffic rules. Mp1 reference point is used for the UE Identity functionality.
[bookmark: _Toc33691184][bookmark: _Toc33691185]Bandwidth Management service (BWMS) API, “GS MEC 015”: BWMS API is specified in GS MEC 015 and supports the requirements in GS MEC 002. It enables registered applications to statically and/or dynamically register for specific bandwidth allocation (bandwidth size, bandwidth priority, or both) per session/application. BWMS is registered over Mp1 reference point.
UE application interface, “GS MEC 016”: UE application interface is specified in GS MEC 016 and provides the LCM of the user applications API to support the requirements defined in GS MEC 002. It supports the request for the list of available user applications, the request for the user application instantiation, and the request for the user application termination over Mx2 reference point between the UE application in the UE and the user application LCM proxy.




[bookmark: _Toc61845995]oneM2M Activity

oneM2M reference architecture and common IoT service layer. Many IoT applications are deployed as silos in a vertical solution stack. At its simplest, this involves one application (e.g. asset tracking, condition monitoring, inventory tracking logic) using one communications network to interact with connected devices or sensors. This arrangement does not lend itself to operational scaling or resource reuse. Consider an IoT application that requires a device management capability, for example. If the device management function is implemented for a narrowly defined use case this could easily prevent its reuse for a second or third IoT application. The same logic applies to other service enablers necessary for the deployment and management of IoT applications. To solve the problem, the oneM2M architecture applies a horizontal model based on a common services framework (see Figure 51). Examples of common services include communications management, device management and security functions. The architecture also means that devices and their data are both discoverable and accessible to more than a single parent application. Applications can be built using oneM2M-capable devices sourced from multiple suppliers, reducing the risk of vendor lock-in. This allows solution providers to build only once and reuse many times. This is a significant advantage when a lack of standardization inhibits permutations across multiple technology vendors, service providers, organizational boundaries and IoT applications. 
[image: ]
Figure 5. Overview of oneM2M Horizontal Architecture


In addition to standardizing the common services layer, oneM2M includes specifications for end device and gateway entities. This makes it possible to deploy native-oneM2M solutions, comprising oneM2M compliant end-devices communicating with one or more oneM2M platforms. It is also possible to cater for deployments that contain a mix of oneM2M and proprietary devices. This involves the use of an interworking proxy gateway to manage nononeM2M devices communicating with a oneM2M platform. The oneM2M standards are a horizontal common services layer IoT platform that allows applications within a domain (e.g. a city, factory or transportation hub) to communicate effectively, reliably and securely. The standard supports a federated model of operation so that these benefits accrue to applications from various previously siloed domains (e.g. to manage transportation and environmental sensing on road networks or, utilities and wellness in offices and households).

From a functional perspective, oneM2M has defined fourteen common service functions (CSFs) as shown in Figure X62. These relate to network connectivity, device security, transport protocols, content serialization, IoT device services and management and IoT semantic ontologies.
[image: ]
Figure x62. oneM2M Common Service Layer Functions (CSFs)


oneM2M Common Service Layer Functions. Each of these oneM2M services lets application developers focus on application-specific functionality (e.g. turning a switch on or off), while relying on abstraction techniques to mask the underlying technology-specific details, by allowing bindings to different communications stacks and protocols such as HTTP, CoAP and MQTT. For example, the switch might use a fixed or Wi-Fi network, a CoAP or HTTP transport. It might use a JSON or XML serialization technique, an Open Connectivity Foundation (OCF) or thread service enablement, or an ontology based on Smart Appliances REFerence (SAREF) or W3C’s Thing Description. 
Finer-grained capabilities underpin each service function as illustrated in the case of device management, security and application and service management functions. In keeping with a philosophy of leveraging existing standards rather than re-inventing them, oneM2M complements existing and proven security technologies to address IoT security challenges. It provides a common set of security capabilities to secure IoT devices and applications and prevent and mitigate attacks. This is made possible by an abstracted set of security-related APIs to simplify security for devices and applications. oneM2M is a constantly evolving standard with a strategic roadmap designed to address new IoT requirements. This is made possible by the common service layer concept, which was conceived to accommodate new service functions. oneM2M works to a release cycle to standardize new service functions. It emulates the cellular industry’s 3GPP standardization model, to address new requirements and evolving technologies through progressive releases. 

IoT Features Standardized in oneM2M. Each

Table 1 oneM2M features and releases
	Release 1
	Release 2
	Release 3
	Release 4

	· Registration
· Discovery
· Security
· Group Mgmt.
· Data Mgmt. & Repository
· Subscription & Notification
· Device Management
· Communication Mgmt.
· Service Charging
· Network Service Exposure
· App & Service Mgmt.
· HTTP/CoAP/MQTT Bindings
	· Time Series Data
· Flex Containers
· Semantics Description & Discovery
· Security Enhancements
· WebSockets Binding
· Ontology for Home Area Information Model
· oneM2M App-ID Registry
· oneM2M Interworking
· LWM2M
· AllJoyn
· 3GPP Triggering
	· Semantic Querying/Mashups
· 3GPP SCEF Interworking
· Non-IP Data Delivery
· UE Location
· UE Reachability Monitoring
· Detect UE IMSI Change
· Etc. 
· Transaction Management
· Service Layer Routing
· oneM2M Interworking: OCF, OPC UA, OSGi, Modbus
· oneM2M Conformance Tests and Profiles
· Security Enhancements
	· Fog/Edge Computing
· Service Provisioning
· Task offloading, etc.
· 3GPP Interworking
· Session QoS
· V2X
· 5G Slicing
· Vehicular Centric Features (e.g., Mobility, low latency)
· Semantic Reasoning
· Service/User Subscription
· Security Enhancements (User/Data Privacy, etc.)
· W3C WoT Interworking
· Reducing oneM2M protocol overhead
· oneM2M Conformance Tests




Virtualization of oneM2M Common Service Layer functions. Network Virtualization is a unique opportunity, enabling IT service providers to develop an end-to- end digital service based on network as a service. NFV targeted the oneM2M common service layer functions where the virtualization technologies is used to replace hardware servers hosting a common set of IoT functions with VNFs that can run as software on virtual machine. On top of appropriate virtualization infrastructure, VNFs of oneM2M service functions can be deployed anywhere in the network on-demand. NFV enables to slice an oneM2M common service layer in the form of multiple virtual IoT CSFs at the network edge. To achieve this, virtualization technologies allow the transformation of IoT CSFs from the common service layer to virtual IoT CSFs like software images. These virtual IoT CSFs include resources and service functions that have attributes specifically designed to meet the needs for IoT vertical markets such as smart building, industrial IoT, smart city, and, subsequently, create a network-as-a-service model for oneM2M edge computing.
oneM2M Edge Computing. Edge Computing are expected to be employed in order to mitigate the burdens on data centers/core networks and decrease communication latency by processing, acquiring and storing data at the edge network near IoT devices. These technologies also enable reducing communication costs, enhancing reliability, and providing localized contents efficiently. Therefore, oneM2M has started a new work supporting Edge Computing using oneM2M standardized technology. To support this new feature, oneM2M started to develop a new technical report TR-0056 – “Study on Edge and Fog Computing in oneM2M systems”. This Work Item analyses use cases and requirements for Edge and Fog computing, and identifies related advanced features for to be supported in oneM2M. More specifically, based on existing technologies and standards, issues of interest in the IoT/M2M domain to be addressed include:
· computing, storage, communication, and analytics at the Edge and Fog nodes
· communication between Edge/Fog nodes, and between Edge/Fog nodes and Cloud nodes. 
· service provisioning, migration and service-aware routing between Edge/Fog nodes,
· service orchestration and data synchronization between Edge/Fog nodes
· system reliability and node redundancy enabled by node pooling
· management of the Edge/Fog nodes (including softwarization of oneM2M functions and services)
In order to determine oneM2M System enhancements for Edge/Fog Computing, service and feature use cases relying on Fog/Edge technology are identified. Table 2 shows the collected use cases related to Edge and Fog Computing. 

Table 2 Edge/Fog Study Use Cases
	Use Case Title

	Accident Notification Service using Edge/Fog Computing

	Smart Transportation with Edge/Fog

	High-precision Road Map Service using Edge/Fog Computing

	Link Binding Management for Digital Twins and Edge/Fog Computing

	Smart Factories using Edge/Fog

	Vulnerable Road User Discovery Use Case for Edge Fog Computing

	Reliable Edge/Fog Computing

	Use Case for Vehicular Data Service with data model and Edge/Fog Computing



oneM2M Edge Computing Use Case #1 (Data transfer optimization scenario using location/QoS information): 
[bookmark: _Ref525939143][bookmark: _Hlk518308357]The scenario introduces vehicular data transfer optimization of 3GPP services based on providing location information and QoS information to Edge/Fog Nodes. This enables adjustment of data transmission for individual 3GPP devices based on congestion levels of each location.
Figure 73 illustrates the scenario of vehicular data transfer optimization. Vehicles transfer their collected data to a local Edge/Fog Node based on the data type, the time period and/or the traffic volume allocated by the Edge/Fog Node. In order to optimize the data transfer, the Edge/Fog Node collects the list of UEs active in each area and analyzes the congestion level in time series.
In this scenario, vehicular data is categorized as road map data and in-vehicle data, used by a road map service provider and a vehicular service provider respectively. The road map data are collected by vehicle on-board cameras/sensors (e.g. video camera, radar, LIDAR, GPS). Those cameras/sensors collect data on the surroundings of the vehicle periodically and send the data to a local Edge/Fog Node. However, the collected data can cause huge traffic volumes and might not be required to support low-latency communication. Thus, the road map data indicates a low-priority category for data transfer. On the other hand, in-vehicle data contains vehicular state (e.g. fuel state, battery charging alert, warning of oil pressure, current mileage count) and might be required to support low-latency communication. Therefore, the in-vehicle data indicates a high-priority category for data transfer.
This scenario intends to mitigate the burdens on a Cloud Node and optimise data transfer by moving processing to the Edge/Fog Node and leveraging the capabilities of a 3GPP Core Network. As a result, a Network/System operator can offer value-added services to a Service provider.



[bookmark: _Ref525939847]Figure 73: Scenario of vehicular data transfer optimization
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oneM2M Edge Computing Use Case #2 (Resource and Task offloading to Edge/Fog):
The scenario introduces a case where Cloud IoT server needs to delegate its task and resource to Edge/Fog. Figure 84 shows the scenario of resource offloading to Edge/Fog nodes. The Vulnerable Road User (VRU) detection service is a vehicle domain service to detect pedestrians and cyclists on a road. The VRUs application uses accurate positioning information provided by various traffic participants. The information used for VRU detection services has to be shared by VRUs. The VRUs make their presence/location known through their mobile devices (e.g., smartphone, tablets), along with vehicle’s use of that information. In this example, when the driver of a Host Vehicle (HV) intends to make a left turn, if there is a vulnerable user or cyclist passing the place where HV is going to pass, HV is alerted to the presence of a VRU in a safety and/or awareness message. 
[image: ]
[bookmark: _Ref532314458]Figure  84: Scenario of resource and tasks offloading 
In this scenario, we can assume an HV is registered to an offloading service. Then when the HV enters to a scenario application zone where MN-CSE (i.e. Edge/Fog) is covering, offloading procedures are performed to move the resources and tasks associated with the HV (in this case, VRU detection service and its managing resources) to the MN-CSE. The IoT Cloud (i.e. IN-CSE) send an indication to MN-CSE to perform resource offloading. MN-CSE then retrieves all the relevant resources and tasks to its resource tree. As MN-CSE is the nearest node to the HV, it can immediately send a warning notification to HV as soon as it detects VRU on the road. 
An offloading concept locating tasks and resources to a place where close to users can be applied to this VRU detection service. In this case, a service can be provided to users with very short delay. 
Figure 95 shows a high-level concept of offloading in oneM2M. Offloading concept in oneM2M allows IN-CSE, a centralized IoT server platform, to transfer relevant resources and tasks to a target Edge/Fog MN node. Then the MN node can directly support its offloaded service to its serving IoT end devices. 
[image: ]
[bookmark: _Ref532314552]Figure 95: A high-level concept of Edge/Fog offloading

oneM2M Edge Computing based on Virtualization oneM2M common service layer functions  (CSFs initiated and instantiated as VNFs to the network Edge):
Fig 106 illustrates the high-level of virtual oneM2M common service layer functions for edge computing system. An industrial IoT solution team requests a set of virtual CSFs at a cloud-based IoT platform (which is considered as a physical server at the cloud). The requester virtual CSFs selects a set of pre-packaged images or pulls container-based images according to the description of services and requirements of the industrial IoT solution. For that, the implementer of virtual CSFs packages CSFs as VNF in a one zip file (including qcow2 disk image, image properties file (vCPU, memory), bootstrap configuration file (username, password)) which will be uploaded to the edge computing system for orchestration and instantiation. If the implementer of virtual CSFs failed to prepare the VNF zip file, the industrial IoT solution team would revise the description of virtual CSFs. The virtual CSFs run as isolated resources in the edge computing host (the ETSI ISG MEC architecture).
[image: ]
Figure 106: A high-level concept of Virtual IoT CSFs offloading to the network edge


[bookmark: _Toc61845996]Motivation for interworking
The motivations for interworking of oneM2M and ETSI ISG MEC standards are assumed as follow:

· oneM2M system shall be able to receive and utilize information provided by the ETSI MEC services and underlying 3GPP Network about when an oneM2M dedicated Device can access common service functions. 
·  oneM2M system shall be able to reuse the services offered by 3GPP Networks co-located with ETSI ISG MEC system by means of open access models.
· depending on availability of suitable network functions virtualization provided by the 5G slices , the oneM2M system shall be able to host oneM2M common functions (as network functions) instantiates as VNFs on top of the virtualization infrastructure of the the MEC system ;  broadcast / multicast data to a group of oneM2M dedicated devices in a specified area. 
· when suitable MEC services are provided by MEC system, the oneM2M system shall have the ability to schedule traffic via the ETSI ISG MEC platform based on instructions received from the mobile network
The OMA API Program [i.7] provides standardized interfaces to the service infrastructure residing within communication networks and on devices. OMA ARC WG is working to define the Service Exposure Framework specification [i.7] which covers non-functional capabilities that a network operator or a service provider should consider when it exposes the service capabilities through the Network APIs. The oneM2M System shall be able to reuse the services offered by 3GPP Networks to oneM2M IoT platform common Services by means of open access models (e.g. OMA, GSMA One API framework). oneM2M instance referred as Virtual Network functions at MEC infrastructure shall be able to reuse the services offered by 3GPP to one oneM2M application dedicated nodes located at the field domain independently of their mobility pattern

[image: ]
Figure 117: High-level interworking architecture between MEC and oneM2M
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Interworking between MEC and oneM2M[image: ]
Figure X. High-level interworking architecture between MEC and oneM2M

Figure 117 depicts the High-level interworking architecture between MEC and oneM2M model. This architecture supports the following interworking modes:
· At UE, oneM2M Enabler MEC Service expose the NSEF (Network service exposure function) that invokes services of the underlying network directly via the reference points of the UE applicable nodes within the 3GPP network through 3GPP reference points bound to the oneM2M Mcn reference point. This model is applicable when there is trust relation between the oneM2M service provider and the 3GPP network provider. The oneM2M Enabler MEC Service can also exclusively invokes services of a 3GPP underlying network using OMA API.
· The underlying 3GPP network interacts directly with the MEC host over Mp2 reference point. Generally, a MEC host corresponds to the edge computing running a virtual infrastructure and through the edge data plane, the Virtual Infrastructure handles the instantiation of oneM2M edge instance.
· The virtual infrastructure through data plane interacts with the oneM2M edge instance(omInst) over Nf-vm reference point provided by MEC host. Generally, oneM2M edge instance is considered as a network functions loaded at demand and it appears to be instantiated as a Virtual Machines (VM) or container on the top of  the virtualization infrastructure under the control of Virtual Infrastructure Manager (VIM).
· The virtualization environment interacts with the network via the MEC platform over Mp2 reference point provided by the ETSI  ISG MEC.
· The MEC platform which acts as an interface between the mobile network and the oneM2M edge instance. The NSEF southbound interface is bound to oneM2M Mca reference point and it is bound to Mp1 interface for allowing oneM2M edge instance to expose and consume MEC services. The oneM2M edge instance run on top of a virtualized platform
·  The MEC platform which acts as an interface between the MEC host (with the underlying 3GPP network) and the oneM2M IoT platform service located at the central cloud. The oneM2M common functions provided by the IoT platform are delivered as applications packages in form of software images. The Message flow for package onboarding is used to enable the oneM2M network functions available to the mobile edge system. This requires the management interface references points from Mm1 to Mm5 for oneM2M IoT platform to expose oneM2M common services to MEC platform by providing IoT slice network functions as oneM2M edge instance. The oneM2M IoT platform southbound interface is bound to oneM2M Mcc reference point which is bound to Mm reference points for on-boarding oneM2M Common services functions referred as software images at MEC system.
· The oneM2M IoT platform exposes virtual oneM2M common services as Network functions to oneM2M edge instance under MEC platform over a virtual Mcc reference point under Application & service Function to continually monitoring the offloading of oneM2M network functions as resources for oneM2M application dedicated node at the field domain.
Orchestration of oneM2M edge instance (omInst) : The core orchestration functionalities, i.e., onboarding and instantiation of virtual oneM2M common services functions is handled by the NFV Orchestrator (NFVO). NFVO handles and manages the lifecycle of virtual oneM2M common services functions through having an interface, named Mvo. To manage the orchestration of MEC applications on a virtualized platform from the NFV’s point of view, ETSI ISG MEC integrated the NFV orchestrator (NFVO) parallelly with the MEC Application Orchestrator (MEAO). The former interacts with the Operations Supports Systems (OSS)/Business Support System (BSS) [8] to support the orchestration and instantiation of omInst on the top of MEC host. MEAO maintains a catalog of MEC applications. Meanwhile, the Life Cycle Management (LCM) of the virtual oneM2M common services functions as well as the configuration were assigned to the MEPM via the Mm5 interface.






[bookmark: _Toc61845998]Use case for IoT using MEC and oneM2M
In this section, a use case is introduced where a user wants to move devices between network slices, such that the user might have test and live networks or perhaps secure and quarantine network slices. In this use case MEC supports the creation of network slices for different services. Information about these network slices are is shared with oneM2M IoT service layer platform. oneM2M instantiates the user’s IoT service from the IoT platform and follows as the device is moving between network slices. 
When the device (here a car) goes out of range, the mobility management strategy is deployed, it informs the omInst about the poor connection link information to the LCM management to initiate migration of the running omInst to the next MEC platform. Network slice migration patterns have been discussed in literature [6]. Based on slice mobility trigger proposed [6], group mobility trigger can be considered suitable since it can be applied to autonomous cars. The signal strength can be measured by the IoT ADN and reported back to the omInst, then the virtual CSF in charge of correlating measurement of signal strength will pull the group mobility trigger to follow the car until the low value of signal strength is reported. This low value of signal strength would trigger the VNFM of the omInst to start its migration. When the car is in range of a new base station, the virtual CSF in charge of device authentication after a successful migration of the omInst is used to identify the car. Therefore, the omInst would allow the synchronization only of oneM2M resources accordingly to the virtual oneM2M CSFs VNF being orchestrated on the MEC host. After going through these procedures, the omInst updates the application entity with new resources. Appropriate resources of omInst along with a set of traffic rules service provided by the MEC platform would enhance the continuity of resources to address the challenge of device mobility. Figure  12 describes the above scenario where the car is disconnected while oneM2M CSFs resources are running at the central IoT cloud. The pedestrians stay connected since the IoT application is accessing resources hosted at the network edge.


[image: Diagram, schematic  Description automatically generated]
Figure 12. Synchronization of oneM2M with virtual oneM2M resources.



Use case 2 (IoT traffic management) 
TBD
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TBD

[Debashish – MEC]
[JaeSeung – oneM2M]
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