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1
Scope

The present document provides a use case leveraging oneM2M common service functionalites and oneM2M resource primitives  using MQTT protocol binding. The use case is designed to implement remote monitoring and actuating of smart devces deployed in an agriculture farm.

2
References

2.1
Normative references

References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references,only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.

The following referenced documents are necessary for the application of the present document.
Not applicable.

2.2
Informative references
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[i.1]

oneM2M Drafting Rules  (http://member.onem2m.org/Static_pages/Others/Rules_Pages/oneM2M-Drafting-Rules-V1_0.doc)
[i.2]

oneM2M TS-0001: "Functional Architecture".

[i.3]

oneM2M TS-0004: "Service Layer Core protocol Specification”.

[i.4]

oneM2M TS-0010: "MQTT Protocol Binding".

[i.5]

oneM2M TS-0011: "Common Terminology".

3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, terms and definitions following apply:

Cloud Server: A cloud service platform that implements (full or partial) oneM2M common service functionalities and resource primtives
IoT Application: A smart application that is developed under a specific operation system e.g. Andriod, iOS etc. and hosts an application entity wich implements certain oneM2M common service functionalities and resource primitives

Farm Gateway: A gateway that hosts a middle node which implements common service functionalities 
NOTE:
This may contain additional information.

3.2
Abbreviations

.For the purposes of the present document, abbreviations given in TS-0001[i.2] and the following apply:

ADN
Application Dedicated Node

ADN-AE
AE which resides in the Application Dedicated Node

AE
Application Entity

CSE
Common Services Entity

CSE-ID
Common Service Entity Identifier

IN
Infrastructure Node

IN-AE
Application Entity that is registered with the CSE in the Infrastructure Node

IN-CSE
CSE which resides in the Infrastructure Node

JSON
JavaScript Object Notation
M2M
Machine to Machine

Mca
Reference Point for M2M Communication with AE

Mcc
Reference Point for M2M Communication with CSE

MN
Middle Node

MN-AE
Application Entity that is registered with the CSE in Middle Node

MN-CSE
CSE which resides in the Middle Node

SP
Service Provider

URI
Uniform Resource Identifier

4
Conventions 

The key words “Shall”, ”Shall not”, “May”, ”Need not”, “Should”, ”Should not” in this document are to be interpreted as described in the oneM2M Drafting Rules [i.1]
5
Design of the Use Case
5.1
Introduction
This user guide demonstrates how to implement a smart farm control use case that deploys different sensors to collect environment measurement data, and actuators to trigger some kind of IoT services by remotely human intervention using IoT applications. All devices involved in the smart farm control scenario leverage oneM2M common services functionalities.

The smart farm control use case is designed to implement functions as following:

- 
Remote environment measurement monitoring and remote actuators controlling using IoT applications by applying MQTT subscription and notification mechanism.

- 
Registration of sensors, actuators, and farm gateway application into the farm gateway as well as the farm gateway and IoT applications into a cloud server.

- 
Discovery of oneM2M resources representing sensors and actuators in farm gateway using IoT applications.

An overview of the smart farm control use case is depicted in Figure 5.1-1, where compound sensors with sensing data of temperature, humidity and CO2, illumination sensors, soil moisture and Photosynthetic Photon Flux Density (PPFD) sensors as well as actuators used to trigger machines deployed in the farm such as fans, air conditioner, sprinkler, roof cover controller and irrigation and nutrient management system etc. Those deployed sensors and actuators are connected to a farm gateway which is capable to communicate with a oneM2M cloud server. In addition, IoT applications that interface directly with the cloud server are responsible for monitoring crops growing environment and controlling farm machines remotely. A farm gateway application is responsible for communication with the farm gateway. The subscription and notification mechnisms are applied to implement the remote farm monitoring and controlling services.
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Figure 5.1-1 Overview of smart farm control use case
5.2
Modelling Components

IoT devices involved in the use case are modelled to map to entity types defined in oneM2M TS-0001. The modelling of those IoT devices are as following:

· Sensors such as compound sensors,  illumination sensors, soil moisture and PPFD sensors each host an Application Dedicated Nodes with embedded application entity (ADN-AE) for collecting farm environment measurements and uploading the data into a farm gateway.
· Actuators such as fans, air conditioner, sprinkler, and roof cover controller each host an Application Dedicated Nodes with embedded application entity (ADN-AE).
· The farm gateway hosts a Middle Nodes with embedded Common Service Entity (MN-CSE) which provides both interface with sensors/actuators and interface with the cloud server.
· IoT cloud server hosts an oneM2M Infrastructure Node Common Service Entity (IN-CSE) which implements all the functionalities defined in oneM2M specifications such as registration, data management, subscription and notification etc.
· IoT applications each host an Application Dedicated Nodes with embedded application entity (ADN-AE) which interface directly with the cloud server to request interested resources exposed by the farm gateway. 
· The gateway application hosts an application entity (MN-AE) that resides on a Middle Node with embedded Common Service Entity (MN-CSE), which interfaces with the farm gateway (MN-CSE).
6
Functional Architecture of the Use Case

6.1
Introduction
Functional architecture of smart farm control use case is depicted in Figure 6.1-1, where the reference points Mca and Mcc are used to transport oneM2M service primitives between ADN-AE and MN-CSE, and between MN-CSE and IN-CSE, respectively. In other words, both Mca and Mcc reference points have to be implemented as a interface using either HTTP, MQTT or CoAP protocol binding between compound sensors/actuators and farm gateway as well as between farm gateway and the cloud server, respectively; reference point Mca also needs to be implemented between IoT applications and cloud server.  
Communications between any entity i.e. ADN-AE and MN-CSE, MN-CSE and IN-CSE, and MN-CSE and IN-CSE are achieved through reference points Mca and Mcc by transport of oneM2M resource and attribute primitives such as <AE>, <AccessControlPolicy>, <Subscription>, <flexContainer> and <ContentInstance> etc in a protocol-specific manner where data are represented in one of serialization type JSON, XML or CBOR. The creation and management of those oneM2M resource primitives will be introduced in the following sections. A resource tree is generated as a result of successful operations to indicate parent-child relationships between any two entity.
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Figure 6.1-1 Functional Architecture of the smart farm control use case
7
Function Call Flows 

7.0 
Introduction
The use case addressing the smart farm control involves a group of components where functions are called to exchange data between any two designated components. The cloud server provides a set of services for entity registration, data management and authenticated access control etc. Function calls are normally initialized by the AE entity and reacted by CSE (including MN-CSE and IN-CSE) and result in resource created, deleted, and updated, and/or command execution etc. The following clauses introduce function calls in different procedures that are required to implement services in this use case.
7.1
Entity Registration

Different sensors and actuators are involved in the smart farm control use case and each hosts an ADN-AE to interface with the farm gateway which host a MN-CSE. In addition, an ADN-AE is also hosted on each IoT application to interface with the IN-CSE. 

Sensors, actuators, IoT applications, farm gateway application and farm gateway are required to register with relevant registrar CSE in order to implement oneM2M services such as data management etc. 

We assume all AE entities have never been registered with any CSE in this use case and the initial registration (that differentitates with re-registration) procedures are defined as following: 

1.  
The farm gateway (MN-CSE) performs registration with the cloud server (IN-CSE) which results in the creation of a remoteCSE resource representing the MN-CSE under the IN-CSE and meanwhile creation of a remoteCSE representing the IN-CSE under the MN-CSE.

2.  
Each sensor and actuator (ADN-AE) performs initial registration with the farm gateway (MN-CSE) which results in the creation of AE resource under the MN-CSE.

3.  
Each IoT application (ADN-AE) performs initial registration with the cloud server (IN-CSE) which results in the creation of AE resource under the IN-CSE. The ADN-AE will be used for monitoring the resources (e.g. the working status of sensors, actuators,  measurement data generated by sensors etc.) that are stored in the farm gateway.

4.  
The farm gateway application (MN-AE) performs initial registration with the farm gateway (MN-CSE) which results in the creation of AE resource under the MN-CSE.

Note that there is no strict rules on the sequence of those registration operations, i.e. whether the sensors/actuators or the farm gateway registration with farm gateway have to be performed before the farm gateway registration with the cloud server. It’s up to developers to define the sequence for those registration procedures according to different application development.
The function call flows are depicted in Figure 7.1-1.
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Figure 7.1-1 Entity Registration Flows
The entity registration results in the generation of hierarchical structures for IN-CSE and MN-CSE as shown in (a) and (b) in Figure 7.1-2, respectively.
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Figure 7.1-2 oneM2M Resource Tree of farm gateway and cloud server

7.2
Initial Resource Generation

A group of resources are required as preconditions to implement services such as data management, subscription and notification etc. Procedures for creating container and subscription resources are stated as following:
1. Each sensor (ADN-AE) creates a container resource under its AE resource located in the farm gateway (MN-CSE). The created container resource is used as a repository of environment measurement data and subscription resources are also created under these container resources for monitoring any update to this data repository.

2. Each actuator (ADN-AE) creates a container resource unders its AE resource located in the farm gateway (MN-CSE). The created container resource is used as a repository of execution commands for actuators in this use case. Each subscription resource (at least one) is created under each created container resource to trigger actuators using subscription&notificiation mechanism whose working principle is present at section 7.3. 

3. Each IoT application (ADN-AE) subscribes to a particular container that is created as a repository of environment measurement data for a sensor to monitor the farm environment.

4. The farm gateway application (MN-AE) subscribes to a particular container resource that is created for controlling purpose in an AE hosted on actuators to receive notifications which contain triggering commands for a particular actuator. 

The function call flows are depicted in Figure 7.2-1.
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Figure 7.2-1 Initial Resource Creation Flows

The initial resource creation procedure results generation of hierarchical structure as shown in Figure 7.2-2 for an AE that is hosted on a sensor, an actuator and an farm gateway application, respectively. 
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Figure 7.2-2 oneM2M Resource tree of sensor, actuator and farm gateway application registered into farm gateway

7.3
Actuation Usage using Subscription and Notification Mechanism
Actuators deployed in this use case can be actuated using differernt functionalities defined in oneM2M specification, one option is to apply subscription and notification mechanisms, and another one is using periodic polling method. In this use case, the former solution using subscription and notifications enabled by the publishing and subscribing feature of MQTT protocol is applied to implement the actuation services. 

After registration with the farm gateway, an AE resource is created under the farm gateway (MN-CSE) and container resources are created under the AE resource as a repository of execution commands designed for a particular actuator. To apply subscription and notification mechanism, the farm gateway application (MN-AE) has to subscribe to the container resource (container_control) and configure the notification target URI to the public access address of the farm gateway application so that the farm gateway application will receive the execution commands wrapped in notification message. 

In addition, the subscription resource (sub_control) need to be configured with notification criteria as child resource creation, and when the IoT applications (ADN-AE) acting as a controller creates a new contentInstance containing the execution command e.g. “on” or “off” in a digital format under the subscribed-to container resource, the farm gateway application will receive the notification which contains the execution commands. Then the execution commands can be abstracted by the farm gateway to trigger a particular actuator that hosts the subscription resource (sub_control). 

Figure 7.3-1 shows the hierarchical resource structure of actuators with container and subscription created.
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Figure 7.3-1 oneM2M Resource Tree of actuators with container and subscription resource created and the farm gateway application

7.4
Monitoring Usage using Subscription and Notification Mechanism
In the farm control use case, the measured quantity from sensors deployed in the farm will be used as a stimulus to trigger certain notification activities. The subscription and notification mechanism is applied to implement the monitoring of the environment data. 

The measured quantities are normally stored in a container resource in a node which hosts an AE (ADN-AE). Subscription to container resources in AE hosted on sensors to receive notifications when certain notification events happen is commonly used to implement notifications in IoT applications e.g. whenever a new environment measurement is collected. 

As depicted in Figure 7.4-1, AE hosts on any sensor creates one container for storing contentInstances containg the environment measurement data. Subscription resources are also created under these containers with different notification preference parameters such as notification event type, notification content type etc. The subscription resource creation request is initialized by the IoT application (ADN-AE) and the notification target is also pointed to the public access address of this IoT application so that the notification message can be properly send to him. Whenever there is a new contentInstance wrapped with environment measurement data created in the container created for storing the environment data, the subscriber i.e. the IoT application will receive a notification message containing the content e.g. the new environment measurement value. In practical development, developers could configure the notification message (i.e. when to receive and what content will be included in the notification message) when they initialize to create a subscription resource. Also subscription resources could be created by same IoT application or different IoT applications for different monitoring purposes. 
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Figure 7.4-1 oneM2M Resource Tree of sensors registered into farm gateway

8
Implementation of Function Calls 

Editor Note: This section addresses the implementation details of the basic procedures introduced in section 7. The implementation of oneM2M common functionalities by performing CRUD operations target to oneM2M resource primitives are introduced here.
8.1
<Introduction>
Editor Note: Introduction to section 8 implementation of function call is present here.
8.2
<Preconditions>
Editor Note: Preconditions and/or assumptions are listed here, e.g. any requirements to the physical devices, any features support or support by devices, any factors that may mislead understandings are expected to be present here. 
8.3
<Device and Physical quantity modelling>
Editor Note: This section introduces the modelling and representation of physical devices and physical quantities including controlling command using oneM2M resource primitives, respectively.  

8.4
<Resource structure>
Editor Note: The resource structure depicts the hierarchy of virtual representation of physical devices and oneM2M resource primitives for corresponding entities.
8.5
<MQTT Implementation of Function Calls>
Editor Note: This section presents the implementation of specified function calls using MQTT protocol including how to perform CRUD operations target to oneM2M resource primitives following MQTT protocol binding specification. The data communication between the originator and receiver is represented in XML and/or JSON serialization.
8.5.1
<implementation-of-call-1>

Editor Note: This section presents the implementation details of each separated function call.
8.5.2
<implementation-of-call-2>

Editor Note: This section presents the implementation details of each separated function call.
8.5.3
<implementation-of-call-3>

Editor Note: This section presents the implementation details of each separated function call.
8.5.4
<implementation-of-call-4>

Editor Note: This section presents the implementation details of each separated function call.
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