[image: image19.png]one —
' . O\
T M )





Interop Test Event #5 Report 1.0.0 (2018-01)
oneM2M 5th Interoperability Test Event Report;
Pangyo, South Korea;

4 – 8 Dec 2018
Contents

31
Executive Summary

2
Introduction
4
3
oneM2M Specifications
4
3.1
InteroperabilityTest Specifications
4
3.2
Base Specifications
4
3.3
Conformance Test Specifications
4
4
Abbreviations
4
5
Participants
6
6
Technical and Project Management
7
6.1
Testing
7
6.1.1
Test Plan
7
6.1.2
Test Configurations
7
6.1.2.1
M2M_CFG_01
7
6.1.2.2
M2M_CFG_02
8
6.1.2.3
M2M_CFG_03
8
6.1.3
List of Test descriptions
9
6.2
Test Scheduling
14
6.3
Interoperability Test Procedure
15
6.4
Test Reporting Tool
16
6.5
Conformance Testing
16
7
Achieved Results
16
7.1
Overall oneM2M interoperability results
16
8
Summary of Wrap Up Sessions
17
8.0
Introduction
17
8.1
What is the value of PoA attribute when using websocket protocol ?
17
8.2
What is the value of Notification URI attribute when using websocket protocol ?
18
8.3
ACPIDs verification during resource creation/update ?
18
8.4
How the CSE shall answer to optional attributes and features ?
18
8.5
What is the Response Status Code value for successful notification verification response?
18
8.6
ContentInstance content data type inconsistency
19
8.7
How websocket client distinguish between JSON request and response primitives without the primitive root element.
19
8.8
Websocket from attribute is missing
20
8.9
LastModifiedTime update procedure inconsistency
20
8.10
Privilege verification missing for ACP creation
20
8.11
ACOR registration verification
21
8.12
AE-ID stem starting with S registration in case of multi-hops.
21
8.13
Notification URI issue in long polling test description
22
8.14
Notification issue in long polling test description
23
8.15
MQTT serialization format in release 1
23
8.16
ScheduleEntry regex validation
24
8.17
How the CSE shall answer a Create or Update request containing unknown attributes ?
24
8.18
What is the default addressing format ?
24
History
25


1
Executive Summary
The oneM2M 5th Interoperability test was held from 4 to 8 December 2018 in the TTA Global IoT Certification Center  in Pangyo (South Korea)
Hosted by TTA and ETSI – two of oneM2M’s founding partners), Interop 5 allowed participants to take part in interoperability scenarios from TS-0013 – oneM2M’s testing specification. Testing at the event was based on oneM2M’s set of standards, Release 1 and Release 2 and covered functional architecture, service layer core protocol and CoAP, HTTP, MQTT and WebSocket protocol binding. 

The event allowed companies to check interoperability levels of their implementations and ensure they had interpreted oneM2M’s standards correctly. Conformance Testing to help debug products was also largely present.

107 interoperability test scenarios from the oneM2M TS-0013 have been used for testing. Participants had the possibility to verify the common mechanisms (registration, subscription, discovery, access policy rights, etc.) specified in the standards. 
This event had an excellent participation of 19 companies/organizations bringing implementations to test. 2 additional companies joined as observers. The event gathered more than 75 persons. 
The conclusions are that

· All implementations have been compatible on the main level of features
· oneM2M standards are very mature for deployment
· The proposed testing has allowed to discover some interoperability issues, due to errors or ambiguous text in the standards. These issues were reported to the oneM2M Partnership project in TP #34 (Technical Plenary) for further standardization studies.
2
Introduction

This Interoperability test event aimed at verifying the interoperability of oneM2M implementations supporting the latest oneM2M specifications versions of release 1 and 2. 

This Interoperability event has offered test sessions where vendors had the opportunity to assess the level of interoperability of their implementations and verify the correct interpretation of oneM2M standards. 4 types of oneM2M implementations were tested at the event (ADN, ASN, MN and IN)

The TS-0013 specifications V2.3.1 and V1.4.0 produced by the oneM2M WG TST were used for the interoperability testing. It contains 107 (Rel-2) and 91 (Rel-1) for interoperability test cases on oneM2M TS-0001 and TS-0004 and aims at verifying the interoperability of the Mca and Mcc interfaces.
For the 5 days of the event, test sessions for assessment of interoperability were conducted. Each day, a wrap-up meeting was held to discuss issues raised during testing. 
3
oneM2M Specifications
The following documents were used as basis for the tests:

3.1
InteroperabilityTest Specifications
· TS-0013-Interoperability Testing-V1_4_0
· TS-0013-Interoperability_Testing-V2_3_1 ‎
3.2
Base Specifications

The published Base Specifications of oneM2M Release 1 and Release 2 are available at: 
http://onem2m.org/technical/published-documents 

3.3
Conformance Test Specifications
· TS-0017-ICS-V0_1_0 ‎ 

· TS-0018-Test_Suite_Structure_and_Test_Purposes_V1_0_1.DOC ‎ 

· TS-0019-Abstract Test Suite : The TTCN-3 and other related modules are contained in the repository https://git.onem2m.org/
4
Abbreviations

NO
Test is recorded as NOT successfully passed.

NA
Test is not applicable.

OK
Test is recorded as successfully passed.

OT
Test is recorded as not being executed due to lack of time.

Test Session
A paring of vendors that test together during a given time slot.

TSR
Test Session Report. Report created during a test session.

ACP
Access Control Policy
ACPI                   Access Control Policy Identifier
ADN
Application Dedicated Node

ADN-AE
AE which resides in the Application Dedicated Node

AE
Application Entity

AE/CSE
Application Entity/Common Services Entity
AE-ID
Application Entity Identifier
App-ID
Application Identifier
ASN
Application Service Node

ASN/MN
Application Service Node/Mobile Node

ASN-AE
Application Entity that is registered with the CSE at Application Service Node

ASN-CSE
CSE which resides in the Application Service Node
CoAP
Constrained Application Protocol
CRUD
Create Retrieve Update Delete

CRUDN
Create Retrieve Update Delete Notify

CSE
Common Services Entity

CSE-ID
Common Service Entity Identifier

HTTP
HyperText Transfer Protocol
IN
Infrastructure Node

IN-AE
Application Entity that is registered with the CSE in the Infrastructure Node

IN-CSE
CSE which resides in the Infrastructure Node
JSON
JavaScript Object Notation
Mca
Reference Point for M2M Communication with AE

Mcc
Reference Point for M2M Communication with CSE

MN
Middle Node

MN-AE
Application Entity that is registered with the CSE in Middle Node

MN-CSE
CSE which resides in the Middle Node
MQTT
Message Queue Telemetry Transport
RO                       Read Only
RW                      Read Write
SP                        Service Provider

URI
Uniform Resource Identifier
XML
eXtensible Markup Language
XSD                    XML Schema Definition
5
Participants
The companies which attended the Interop-4 event are listed in the table below. The observer companies are not listed.


Table 5-1: Participating companies 

	#
	Company 

	1   
	   C-DOT

	2   
	   Convida

	3   
	   Easy Global Market

	4   
	   F-Interop

	5   
	  SyncTechno Inc.

	6   
	   Herit

	7   
	   Hewlett Packard Enterprise

	8   
	   Huawei

	9   
	   Innowireless

	10   
	   INSTITUTE FOR INFORMATION INDUSTRY

	11   
	   IREXNET

	12   
	   KEPCO KDN

	13   
	   KETI

	14   
	   KT

	15   
	   LG CNS

	16   
	   Ministry Communication dan Information Technology Republik Of Indonesia

	17  
	   nTels

	18 
	   NTT

	19  
	   Sejong University

	20  
	   Sensinov

	21
	   Spirent Communications GmbH



Table 5-2: Organizer companies 

	#
	Organizer Company

	
	

	1
	ETSI

	2
	TTA


6
Technical and Project Management
All the information presented in this chapter is an extract of the event wiki
https://wiki.plugtests.net/wiki/oneM2M-Interop-5/    (access for registered participants only).
6.1
Testing
6.1.1
Test Plan
The oneM2M test specifications TS-0013 V1.4.0 (Release 1 interoperability testing) and TS-0013 V2.3.1 (Release 2 interoperability testing) have been proposed to participants for verifying the interoperability of their implementations. 
Both documents containing respectively 91 and 107 interoperability tests were developed by oneM2M WG TST. They specify Interoperability Test Descriptions (TDs) for verifying the primitive’s interoperability as defined in the oneM2M standards and for checking end-to-end functionality on oneM2M interfaces Mca (Application Entity – Common Service Entity) and Mcc (Common Service Entity – Common Service Entity).

The tests were grouped in following groups: 

Table 3: Test Groups

	TD/<root>/<gr>/<nn>
	
	

	<root> = root
	M2M
	oneM2M

	
	
	

	<gr> = group
	NH
	No Hop : Testing on Mca reference point

	
	NB
	Non Blocking scenario

	
	SH
	Single Hop: management of remote resources on Mca + Mcc

	
	
	

	
	
	

	<nn> = sequential number
	
	01 to 99


6.1.2
Test Configurations
6.1.2.1
M2M_CFG_01



AE manages resources on registrar CSE (Hosting CSE)

[image: image1]
6.1.2.2
M2M_CFG_02


[image: image2]
6.1.2.3
M2M_CFG_03



AE manages resources on remote CSE


[image: image3]
6.1.3
List of Test descriptions
Table 6.1.3-1 : Release 2 Tests List
	Nb
	Procedure/Resource
	TD ID
	TD Description

	1
	CSEBase Management
	TD_M2M_NH_01
	AE retrieves the CSEBase resource

	2
	RemoteCSE 
	TD_M2M_NH_02
	Registree CSE registers to Registrar CSE

	3
	
	TD_M2M_NH_03
	Registree CSE retrieves RemoteCSE from Registrar CSE

	4
	
	TD_M2M_NH_04
	Registree CSE updates RemoteCSE from Registrar CSE

	5
	
	TD_M2M_NH_05
	Registree CSE deletes RemoteCSE from Registrar CSE

	6
	Application Entity
	TD_M2M_NH_06
	AE registers to its registrar CSE via an AE Create Request

	7
	
	TD_M2M_NH_07
	AE retrieves <AE> resource via an AE Retrieve Request

	8
	
	TD_M2M_NH_08
	AE updates attribute in <AE> resource via an AE Update Request

	9
	
	TD_M2M_NH_09
	AE de-registers by deleting <AE> resource via an AE Delete Request

	10
	Container
	TD_M2M_NH_10
	AE creates a container resource in registrar CSE via a container Create Request

	11
	
	TD_M2M_NH_11
	AE retrieves information of a container resource via a container Retrieve Request

	12
	
	TD_M2M_NH_12
	AE updates attribute in application resource via a container Update Request 

	13
	
	TD_M2M_NH_13
	AE deletes a specific container resource via a container Delete Request 

	14
	ContentInstance
	TD_M2M_NH_14
	AE adds a contentInstance resource <contentInstance> to a specific container in Registrar CSE via a contentInstance Create Request and the registrar CSE updates the parent <container> resource with stateTag, and currentNrOfInstances, CurrentByteSize attributes correspondingly

	15
	
	TD_M2M_NH_15
	AE retrieves information of a contentInstance resource via a contentInstance Retrieve Request

	16
	
	TD_M2M_NH_17
	AE deletes contentInstance resource via a Delete Request and the registrar CSE updates the parent <container> resource with currentNrOfInstances, and CurrentByteSize attribute correspondingly

	17
	
	TD_M2M_NH_49
	AE deletes a <latest> resource in a <container> and the Registrar CSE points a latest <contentInstance> among the existing contentInstances to the <latest> resource of the <container>

	18
	
	TD_M2M_NH_50
	AE deletes a <oldest> resource in a <container> resource and the Registrar CSE points an oldest <contentInstance> among the existing contentInstances to the <oldest> resource of the <container>

	19
	
	TD_M2M_NH_51
	AE sends a <contentInstance> CREATE request to a <container> which contains attribute currentNrOfInstances whose value equals to that of maxNrOfInstances and Registrar CSE deletes the oldest <contentInstance> from the parent <container> and then creates the requested <contentInstance> resource

	20
	
	TD_M2M_NH_71
	AE retrieves a <latest> resource of a <container> and the Registrar CSE points a latest <contentInstance> among the existing contentInstances to the <latest> resource of the <container>

	21
	
	TD_M2M_NH_72
	AE retrieves a <oldest> resource of a <container> and the Registrar CSE points a oldest <contentInstance> among the existing contentInstances to the <oldest> resource of the <container>

	22
	Discovery
	TD_M2M_NH_18
	AE discovers resources residing in Registrar CSE

	23
	
	TD_M2M_NH_19
	AE discovers accessible resources residing in Registrar CSE using the label filter criteria 

	24
	
	TD_M2M_NH_20
	AE discovers accessible resources residing in Registrar CSE limiting the number of matching resources to the specified value.

	25
	
	TD_M2M_NH_21
	AE discovers accessible resources residing in Registrar CSE using multiple Filter Criteria 

	26
	
	TD_M2M_NH_58
	AE discovers accessible resources residing in Registrar CSE using the level filter criteria value set to 1

	27
	
	TD_M2M_NH_59
	AE discovers accessible resources residing in Registrar CSE using the level filter criteria value set to 2

	28
	
	TD_M2M_NH_60
	AE1 discovers accessible resources residing in Registrar CSE using the level filter criteria value set to 3

	29
	
	TD_M2M_NH_61
	AE discovers accessible resources residing in Registrar CSE using the offset filter criteria value set to 3

	30
	
	TD_M2M_NH_62
	AE discovers all the accessible resources residing in Registrar CSE using the offset filter criteria

	31
	Subscription
	TD_M2M_NH_22
	AE creates a subscription to Application Entity resource via subscription Create Request

	32
	
	TD_M2M_NH_23
	AE retrieves information about a subscription via subscription Retrieve Request such as expirationTime, labels, etc.

	33
	
	TD_M2M_NH_24
	AE updates information about a subscription via subscription Retrieve Request

	34
	
	TD_M2M_NH_25
	AE cancels subscription via an subscription Delete Request

	35
	AccessControlPolicy
	TD_M2M_NH_26
	AE creates an accessControlPolicy resource

	36
	
	TD_M2M_NH_27
	AE retrieves accessControlPolicy resource 

	37
	
	TD_M2M_NH_28
	AE updates attribute in accessControlPolicy resource

	38
	
	TD_M2M_NH_29
	AE deletes accessControlPolicy resource

	39
	
	TD_M2M_NH_30
	AE delete request is rejected due to accessControlPolicy

	40
	
	TD_M2M_NH_73
	AE delete request is rejected due to accessControlPolicy (accessControlOriginators)

	41
	
	TD_M2M_NH_74
	AE delete request is allowed due to accessControlPolicy

	42
	Group
	TD_M2M_NH_31
	AE creates a group resource

	43
	
	TD_M2M_NH_32
	AE retrieves group resource 

	44
	
	TD_M2M_NH_33
	AE updates attribute in group resource

	45
	
	TD_M2M_NH_34
	AE deletes group resource

	46
	Node
	TD_M2M_NH_35
	AE creates a node resource 

	47
	
	TD_M2M_NH_36
	AE retrieves node resource 

	48
	
	TD_M2M_NH_37
	AE updates attribute in node resource

	49
	
	TD_M2M_NH_38
	AE deletes node resource

	50
	PollingChannel
	TD_M2M_NH_39
	AE creates a <pollingChannel> resource in registrar CSE via a Create Request

	51
	
	TD_M2M_NH_40
	AE retrieves information of a pollingChannel resource via a Retrieve Request

	52
	
	TD_M2M_NH_41
	AE updates attribute in pollingChannel resource via a Update Request

	53
	
	TD_M2M_NH_42
	AE deletes a pollingChannel resource via a Delete Request 

	54
	
	TD_M2M_NH_43
	AE retrieves information of a pollingChannel resource via a Retrieve Request

	55
	FanoutPoint
	TD_M2M_NH_44
	AE creates a <contentInstance> resource in each group member

	56
	
	TD_M2M_NH_45
	AE retrieves the <container> resource from in each group member

	57
	
	TD_M2M_NH_46
	AE updates an <container> resource of each member resource

	58
	
	TD_M2M_NH_47
	AE deletes a <container> ofeach member 

	59
	Notification
	TD_M2M_NH_48
	AE receives a notification request from the HOST CSE

	60
	FlexContainer
	TD_M2M_NH_52
	AE creates a flexcontainer resource in Registrar CSE via a flexcontainer Create Request

	61
	
	TD_M2M_NH_53
	AE retrieves information of a flexContainer resource via a flexContainer Retrieve Request

	62
	
	TD_M2M_NH_54
	AE updates attribute in application resource via a flexContainer Update Request

	63
	
	TD_M2M_NH_55
	AE deletes a specific container resource via a container Delete Request 

	64
	
	TD_M2M_NH_56
	AE receives a notification request on flexContainer update from the HOST CSE

	65
	
	TD_M2M_NH_57
	AE discovers accessible resources residing in Registrar CSE using attribute filter criteria which has a customAttribute name and value assigned to it. 

	66
	External Management Operations
	TD_M2M_NH_63
	AE creates a mgmtCmd resource

	67
	
	TD_M2M_NH_64
	AE retrieves mgmtCmd resource

	68
	
	TD_M2M_NH_65
	AE updates attribute (not with ‘true’ in execEnable attribute) in mgmtCmd resource

	69
	
	TD_M2M_NH_66
	AE updates attribute (with ‘true’ in execEnable attribute) in mgmtCmd resource

	70
	
	TD_M2M_NH_67
	AE deletes mgmtCmd resource

	71
	
	TD_M2M_NH_68
	AE retrieves execInstance resource

	72
	
	TD_M2M_NH_69
	AE updates attribute ‘execDisable’ to true in execInstance resource to cancel pending management command.

	73
	
	TD_M2M_NH_70
	AE deletes execInstance resource

	74
	SemanticDescriptor Management
	TD_M2M_NH_75
	AE creates a SemanticDescriptor resource in Registrar CSE via a SemanticDescriptor Create Request

	75
	
	TD_M2M_NH_76
	AE retrieves information of a semanticDescriptor resource via a semanticDescriptor Retrieve Request

	76
	
	TD_M2M_NH_77
	AE updates attribute in <semanticDescriptor> resource via a semanticDescriptor Update Request

	77
	
	TD_M2M_NH_78
	AE deletes SemanticDescriptor resource via a SemanticDescriptor Delete Request

	78
	Semantic Resource Discovery
	TD_M2M_NH_79
	AE discovers accessible resources residing in Registrar CSE using the semanticFilter filter criteria

	79
	Synchronous request


	TD_M2M_NB_01
	AE creates a container resource using non blocking synchronous request in registrar CSE

	80
	
	TD_M2M_NB_02
	AE retrieves a Container resource using non blocking synchronous request in registrar CSE

	81
	
	TD_M2M_NB_03
	AE updates a Container resource using non blocking synchronous request in registrar CSE

	82
	
	TD_M2M_NB_04
	AE deletes a Container resource using non blocking synchronous request

	83
	Asynchronous request
	TD_M2M_NB_05
	AE creates a container resource using non blocking asynchronous request

	84
	
	TD_M2M_NB_06
	AE retrieves a Container resource using non blocking asynchronous request

	85
	
	TD_M2M_NB_07
	AE updates a Container resource using non blocking asynchronous request

	86
	
	TD_M2M_NB_08
	AE deletes a Container resource using non blocking asynchronous request

	87
	Retargeting
	TD_M2M_SH_01
	AE creates a remote <Resource> resource

	88
	
	TD_M2M_SH_02
	AE retrieves a remote <Resource> resource

	89
	
	TD_M2M_SH_03
	AE updates a remote <Resource> resource 

	90
	
	TD_M2M_SH_04
	AE delete a remote <Resource> resource 

	91
	Discovery
	TD_M2M_SH_09
	AE discovers accessible resources residing in the remote Hosting CSE using multiple Filter Criteria

	92
	Unauthorized operation
	TD_M2M_SH_10
	AE delete request is rejected after access rights verification using retargeting.

	93
	Notification
	TD_M2M_SH_11
	AE receives a notification request from the remote hosting CSE

	94
	mgmtObj
	TD_M2M_SH_05
	AE creates a <mgmtObj> resource

	95
	
	TD_M2M_SH_06
	AE updates a <mgmtObj> resource

	96
	
	TD_M2M_SH_07
	AE retrieves a <mgmtObj> resource

	97
	
	TD_M2M_SH_08
	AE deletes a <mgmtObj> resource

	98
	Announcement
	TD_M2M_SH_12
	AE1 announces itself to CSE2

	99
	
	TD_M2M_SH_13
	AE1 announces a child container to CSE2

	100
	
	TD_M2M_SH_14
	AE1 announces an Optional Announce attribute to CSE2

	101
	
	TD_M2M_SH_15
	AE2 retrieves an Announced Resource

	102
	
	TD_M2M_SH_16
	AE2 retrieves the original resource respresentation of an announced resource

	103
	fanOut
	TD_M2M_SH_17
	AE creates a <contentInstance> resource in each group member, where some memberIDs are on a remoteCSE

	104
	
	TD_M2M_SH_18
	AE retrieves a <contentInstance> resource from each group member, where some memberIDs are on a remoteCSE

	105
	
	TD_M2M_SH_19
	AE updates a <container> resource in each group member, where some memberIDs are on a remoteCSE

	106
	
	TD_M2M_SH_20
	AE deletes a <contentInstance> resource from each group member, where some memberIDs are on a remoteCSE

	107
	Secure AE Registration
	TD_M2M_SE_01
	AE uses Provisioned Symmetric Key Security Association Establishment Framework to enable mutual authentication with the Registrar CSE. Registrar CSE performs AE authorization check on incoming AE registration request.


Table 6.1.3-2 : Release 1 Tests List

	Nb
	Procedure/Resource
	TD ID
	TD Description

	1
	CSEBase Management
	TD_M2M_NH_01
	AE retrieves the CSEBase resource

	2
	RemoteCSE 
	TD_M2M_NH_02
	Registree CSE registers to Registrar CSE

	3
	
	TD_M2M_NH_03
	Registree CSE retrieves RemoteCSE from Registrar CSE

	4
	
	TD_M2M_NH_04
	Registree CSE updates RemoteCSE from Registrar CSE

	5
	
	TD_M2M_NH_05
	Registree CSE deletes RemoteCSE from Registrar CSE

	6
	Application Entity
	TD_M2M_NH_06
	AE registers to its registrar CSE via an AE Create Request

	7
	
	TD_M2M_NH_07
	AE retrieves <AE> resource via an AE Retrieve Request

	8
	
	TD_M2M_NH_08
	AE updates attribute in <AE> resource via an AE Update Request

	9
	
	TD_M2M_NH_09
	AE de-registers by deleting <AE> resource via an AE Delete Request

	10
	Container
	TD_M2M_NH_10
	AE creates a container resource in registrar CSE via a container Create Request

	11
	
	TD_M2M_NH_11
	AE retrieves information of a container resource via a container Retrieve Request

	12
	
	TD_M2M_NH_12
	AE updates attribute in application resource via a container Update Request 

	13
	
	TD_M2M_NH_13
	AE deletes a specific container resource via a container Delete Request 

	14
	ContentInstance
	TD_M2M_NH_14
	AE adds a contentInstance resource <contentInstance> to a specific container in Registrar CSE via a contentInstance Create Request and the registrar CSE updates the parent <container> resource with stateTag, and currentNrOfInstances, CurrentByteSize attributes correspondingly

	15
	
	TD_M2M_NH_15
	AE retrieves information of a contentInstance resource via a contentInstance Retrieve Request

	16
	
	TD_M2M_NH_17
	AE deletes contentInstance resource via a Delete Request and the registrar CSE updates the parent <container> resource with currentNrOfInstances, and CurrentByteSize attribute correspondingly

	17
	
	TD_M2M_NH_49
	AE deletes a <latest> resource in a <container> and the Registrar CSE points a latest <contentInstance> among the existing contentInstances to the <latest> resource of the <container>

	18
	
	TD_M2M_NH_50
	AE deletes a <oldest> resource in a <container> resource and the Registrar CSE points an oldest <contentInstance> among the existing contentInstances to the <oldest> resource of the <container>

	19
	
	TD_M2M_NH_51
	AE sends a <contentInstance> CREATE request to a <container> which contains attribute currentNrOfInstances whose value equals to that of maxNrOfInstances and Registrar CSE deletes the oldest <contentInstance> from the parent <container> and then creates the requested <contentInstance> resource

	20
	
	TD_M2M_NH_60
	AE retrieves a <latest> resource of a <container> and the Registrar CSE points a latest <contentInstance> among the existing contentInstances to the <latest> resource of the <container>

	21
	
	TD_M2M_NH_61
	AE retrieves a <oldest> resource of a <container> and the Registrar CSE points a oldest <contentInstance> among the existing contentInstances to the <oldest> resource of the <container>

	22
	Discovery
	TD_M2M_NH_18
	AE discovers resources residing in Registrar CSE

	23
	
	TD_M2M_NH_19
	AE discovers accessible resources residing in Registrar CSE using the label filter criteria 

	24
	
	TD_M2M_NH_20
	AE discovers accessible resources residing in Registrar CSE limiting the number of matching resources to the specified value.

	25
	
	TD_M2M_NH_21
	AE discovers accessible resources residing in Registrar CSE using multiple Filter Criteria 

	26
	Subscription
	TD_M2M_NH_22
	AE creates a subscription to Application Entity resource via subscription Create Request

	27
	
	TD_M2M_NH_23
	AE retrieves information about a subscription via subscription Retrieve Request such as expirationTime, labels, etc.

	28
	
	TD_M2M_NH_24
	AE updates information about a subscription via subscription Retrieve Request

	29
	
	TD_M2M_NH_25
	AE cancels subscription via an subscription Delete Request

	30
	AccessControlPolicy
	TD_M2M_NH_26
	AE creates an accessControlPolicy resource

	31
	
	TD_M2M_NH_27
	AE retrieves accessControlPolicy resource 

	32
	
	TD_M2M_NH_28
	AE updates attribute in accessControlPolicy resource

	33
	
	TD_M2M_NH_29
	AE deletes accessControlPolicy resource

	34
	
	TD_M2M_NH_30
	AE delete request is rejected due to accessControlPolicy

	35
	
	TD_M2M_NH_62
	AE delete request is rejected due to accessControlPolicy (accessControlOriginators)

	36
	
	TD_M2M_NH_63
	AE delete request is allowed due to accessControlPolicy

	37
	Group
	TD_M2M_NH_31
	AE creates a group resource

	38
	
	TD_M2M_NH_32
	AE retrieves group resource 

	39
	
	TD_M2M_NH_33
	AE updates attribute in group resource

	40
	
	TD_M2M_NH_34
	AE deletes group resource

	41
	Node
	TD_M2M_NH_35
	AE creates a node resource 

	42
	
	TD_M2M_NH_36
	AE retrieves node resource 

	43
	
	TD_M2M_NH_37
	AE updates attribute in node resource

	44
	
	TD_M2M_NH_38
	AE deletes node resource

	45
	PollingChannel
	TD_M2M_NH_39
	AE creates a <pollingChannel> resource in registrar CSE via a Create Request

	46
	
	TD_M2M_NH_40
	AE retrieves information of a pollingChannel resource via a Retrieve Request

	47
	
	TD_M2M_NH_41
	AE updates attribute in pollingChannel resource via a Update Request

	48
	
	TD_M2M_NH_42
	AE deletes a pollingChannel resource via a Delete Request 

	49
	
	TD_M2M_NH_43
	AE retrieves information of a pollingChannel resource via a Retrieve Request

	50
	FanoutPoint
	TD_M2M_NH_44
	AE creates a <contentInstance> resource in each group member

	51
	
	TD_M2M_NH_45
	AE retrieves the <container> resource from in each group member

	52
	
	TD_M2M_NH_46
	AE updates an <container> resource of each member resource

	53
	
	TD_M2M_NH_47
	AE deletes a <container> ofeach member 

	54
	Notification
	TD_M2M_NH_48
	AE receives a notification request from the HOST CSE

	55
	External Management Operations Management
	TD_M2M_NH_52
	AE creates a mgmtCmd resource

	56
	
	TD_M2M_NH_53
	AE retrieves mgmtCmd resource

	57
	
	TD_M2M_NH_54
	AE updates attribute (not with ‘true’ in execEnable attribute) in mgmtCmd resource

	58
	
	TD_M2M_NH_55
	AE updates attribute (with ‘true’ in execEnable attribute) in mgmtCmd resource

	59
	
	TD_M2M_NH_56
	AE deletes mgmtCmd resource

	60
	
	TD_M2M_NH_57
	AE retrieves execInstance resource

	61
	
	TD_M2M_NH_58
	AE upates attribute ‘execDisable’ to true in execInstance resource to cancel pending management command.

	62
	
	TD_M2M_NH_59
	AE deletes execInstance resource

	63
	Synchronous request


	TD_M2M_NB_01
	AE creates a container resource using non blocking synchronous request in registrar CSE

	64
	
	TD_M2M_NB_02
	AE retrieves a Container resource using non blocking synchronous request in registrar CSE

	65
	
	TD_M2M_NB_03
	AE updates a Container resource using non blocking synchronous request in registrar CSE

	66
	
	TD_M2M_NB_04
	AE deletes a Container resource using non blocking synchronous request

	67
	Asynchronous request
	TD_M2M_NB_05
	AE creates a container resource using non blocking asynchronous request

	68
	
	TD_M2M_NB_06
	AE retrieves a Container resource using non blocking asynchronous request

	69
	
	TD_M2M_NB_07
	AE updates a Container resource using non blocking asynchronous request

	70
	
	TD_M2M_NB_08
	AE deletes a Container resource using non blocking asynchronous request

	71
	Retargeting
	TD_M2M_SH_01
	AE creates a remote <Resource> resource

	72
	
	TD_M2M_SH_02
	AE retrieves a remote <Resource> resource

	73
	
	TD_M2M_SH_03
	AE updates a remote <Resource> resource 

	74
	
	TD_M2M_SH_04
	AE delete a remote <Resource> resource 

	75
	Discovery
	TD_M2M_SH_09
	AE discovers accessible resources residing in the remote Hosting CSE using multiple Filter Criteria

	76
	Unauthorized operation
	TD_M2M_SH_10
	AE delete request is rejected after access rights verification using retargeting.

	77
	Notification
	TD_M2M_SH_11
	AE receives a notification request from the remote hosting CSE

	78
	mgmtObj
	TD_M2M_SH_05
	AE creates a <mgmtObj> resource

	79
	
	TD_M2M_SH_06
	AE updates a <mgmtObj> resource

	80
	
	TD_M2M_SH_07
	AE retrieves a <mgmtObj> resource

	81
	
	TD_M2M_SH_08
	AE deletes a <mgmtObj> resource

	82
	Announcement
	TD_M2M_SH_12
	AE1 announces itself to CSE2

	83
	
	TD_M2M_SH_13
	AE1 announces a child container to CSE2

	84
	
	TD_M2M_SH_14
	AE1 announces an Optional Announce attribute to CSE2

	85
	
	TD_M2M_SH_15
	AE2 retrieves an Announced Resource

	86
	
	TD_M2M_SH_16
	AE2 retrieves the original resource respresentation of an announced resource

	87
	fanOut
	TD_M2M_SH_17
	AE creates a <contentInstance> resource in each group member, where some memberIDs are on a remoteCSE

	88
	
	TD_M2M_SH_18
	AE retrieves a <contentInstance> resource from each group member, where some memberIDs are on a remoteCSE

	89
	
	TD_M2M_SH_19
	AE updates a <container> resource in each group member, where some memberIDs are on a remoteCSE

	90
	
	TD_M2M_SH_20
	AE deletes a <contentInstance> resource from each group member, where some memberIDs are on a remoteCSE

	91
	Secure AE Registration
	TD_M2M_SE_01
	AE uses Provisioned Symmetric Key Security Association Establishment Framework to enable mutual authentication with the Registrar CSE. Registrar CSE performs AE authorization check on incoming AE registration request.


6.2
Test Scheduling

The initial test schedule allowed for each company to test against a fair number of other companies. 2 or 3 companies were assigned one test slot which had a duration of 2 hours. In this test slot the companies could run tests for the 3 test configurations proposed.

In parallel of the Interop test sessions, it was scheduled conformance sessions of 4 hours each.

Figure 6.2-1: Timetable 
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During the event the test schedule was updated according to the progress of the test sessions. 
The figure below shows the final version of the test schedule.
Figure 6.2-2: Test Schedule 
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6.3
Interoperability Test Procedure

Each test was executed in the same manner as listed below:

1) Connect “Implements under test” over test network

2) Check connectivity between devices

3) Perform tests according to the Test Specification 

a. Check if test runs to completion

b. Check results from an interoperability point of view:
Is the intended result visible at the application layer?

4) Result determination and reporting

a. Result OK: run next test

b. Result not OK: check monitor tools to identify source of error
c. Report results in Test Reporting Tool (add comment when result is NO)
5) Once all tests executed and results agreed, companies participating the test session to confirm corresponding test report
6.4
Test Reporting Tool
The purpose of the Test Reporting Tool (TRT) is to provide a means to report the test sessions. It provides statistical overviews of the test results. The graphical information in the latter section on results was created with the TRT. It also provides a means to create a test schedule (see section 6.2).
6.5
Conformance Testing
In parallel of the Interop testing, it was organized Conformance testing sessions where each company had the possibility to test its product (CSE or AE) versus a test system running the TTCN-3 test suite (oneM2M TS-0019) developed by oneM2M WG TST. The conformance sessions had a duration of 4 hours.

Test systems were proposed in permanence during the event. It has allowed each company to run at least one session of 4 hours versus each test system in order to perform conformance testing.
 47 Conformance test sessions were proposed during the event. It is a big increase comparing the previous event in May (20 sessions). As the standard is getting more and more mature, it is the normal way of proceeding by increasing the part of the conformance in the oneM2M testing. It is also requested by the participants to complement the testing proposed in the Interoperability sessions.
7
Achieved Results

The achieved results show that all implementations have been compatible on a basic level, i.e. sent data could be decoded and interpreted properly by receivers and a vast majority of equipment performed well.

7.1
Overall oneM2M interoperability results

Due to NDA constraints, it is not possible to provide detailed results.

The figure below shows the overall result of oneM2M tests, gathering the 3 test configurations. In total more 1200 tests were executed for interoperability testing.
88.1 % of the performed test verdicts were OK which shows definitely a high level of maturity of the implementations.
The implementations being more and more complete and mature, we decided to shorter the interop sessions to 2 hours (it was 3 hours at Interop#4). It has allowed to increase the number of sessions (73) in order to get a better coverage for the interoperability. However, it also explained the execution ratio is only of 51.6% whereas it was 71.2% previously. The participants obviously lacked of time for running all the proposed tests.
The success rate is very good 88.1% but a bit lower than the previous one (92.3%). It could be obviously explained by the decrease of the duration of the sessions, and also due to the presence of new comers but looking at the test results, it is mainly explained because companies have tried to focus on some features and more complex tests that were not very well addressed at the previous events where the basic tests were executed  due to the increasing maturity of the implementations, It is quite a normal process at the 5th event that more complex testing is proposed and executed.

Number of Sessions: 73 of 2 hours

	Interoperability
	Total

	OK
	NO
	Run

	1057 (88.1%)
	143 (11.9%)
	1200




Table 7.1-1: Overall Interoperability test results

	Execution ratio
	Total

	Test Not Applicable
	Run
	Proposed Tests

	1125(48.4%)
	1200 (51.6%)
	2325




Table 7.1-2: Overall execution ratio
8
Summary of Wrap Up Sessions
8.0
Introduction 
This clause summarizes the technical discussions that took place during the daily wrap-up sessions. It was the opportunity for participants to raise issues that they faced, to ask advice and to get feedback from other participants. This is reported here anonymously.

The following issues and all the questions on the standards that were raised, will be discussed in detail in corresponding oneM2M Working Groups for further study.
8.1
What is the value of PoA attribute when using websocket protocol ?

The WebSocket client does not have a listening server or broker address. So, what is the value of PoA attribute for the websocket binding ?
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8.2
What is the value of Notification URI attribute when using websocket protocol ?
When creating a subscription, the value of Notification URI could be an AE-ID (Notification through PoA) or a URI of a listening server (Direct notification) according to the standard. 
In case of direct notification, what is the value of notification URI attribute when using websocket protocol
8.3
ACPIDs verification during resource creation/update ?

How the CSE shall answer a creation or update request containing a wrong or non existent ACPID ?

· Shall the CSE verify the list of provided ACPIDs for every creation request, ? 

or

· Shall the CSE accept any provided ACPIDs without verification and only check them during the authorization procedure ?

8.4
How the CSE shall answer to optional attributes and features ?
Just because an attribute is optional in the specifications for a resource representation does not mean it is optional for CSE implementation.

Shall we consider an optional attribute something that:

· the CSE could decide to not implement ?

· or something the AE could decide to not provide a value for ?

8.5
What is the Response Status Code value for successful notification verification response?
TS-0004 says that the CSE shall return a successful response primitive but does not mention which one.

In TS-0004:

If it fails, the Hosting CSE shall return a Response Status Code indicating "SUBSCRIPTION_CREATOR_HAS_NO_PRIVILEGE" or "SUBSCRIPTION_HOST_HAS_NO_PRIVILEGE" error, respectively, with the Notify response primitive. 
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Otherwise, it shall return successful response primitive.

8.6
ContentInstance content data type inconsistency

There is an inconsistency in DataType between TS-0004 and XSD

TS-0004 
Table 7.4.7.1‑3: Resource Specific Attributes of <contentInstance> resource
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CDT-contentInstance-v2_7_0.xsd (line 43) 
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  <xs:element name="con" type="xs:anyType"/>

8.7
How does a websocket client distinguish between JSON request and response primitives without the primitive root element ?
The root element of request primitive and response primitive are intentionally removed from the serialization for websocket and MQTT communication bindings.

TS-0020-V2.1.1 (Websocket binding)

{"op":1,"to":"//example.net/mncse1234","rqi":"A1234","pc":{"m2m:ae":{"api":"a56", "apn":"app1234"}},"ty": 2}

For MQTT binding, request and response primitives are exchanged via separate topic names so an MQTT client could still distinguish and parse easily the received primitives even without the root element.


However, for Websocket binding, requests and responses are exchanged on the same channel, so how does a websocket clients distinguish JSON primitives without the primitive root element ?

The primitive root element is already defined for XML serialization. Why not keeping the same approach for all serialization and avoid complicating things for JSON serialization ?
8.8
Websocket from attribute is missing
The "from" attribute is missing from all request and response primitive examples defined in web socket binding.

TS-0020-V2.1.1

Request primitive

{"op":1,"to":"//example.net/mncse1234","rqi":"A1234","pc":{"m2m:ae":{"api":"a56", "apn":"app1234"}},"ty": 2}


Response primitive 

{"rsc":2001,"rqi":"A1000","pc":{"m2m:ae":{"rn":"SmartHomeApplication","ty":2,"ri":"ae1","api":"Na56","apn":"app1234","pi":"cb1","ct":"20160506T153208", "lt":"20160506T153208","acpi":["acp1","acp2"],"et":"20180506T153208", "aei":"S_SAH25"}}}

8.9
LastModifiedTime update procedure inconsistency

TS-0004 is not consistent with TS-0001

TS-0001-V2.16.0
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TS-0004-V2.14.0
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8.10
Privilege verification missing for ACP creation

According to TS-0001 originator is not checked during ACP creation

TS-0001-V2.14.0 10.1.1
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8.11
ACOR registration verification

During ACP creation request, shall the CSE verify that the entities defined in ACOR ( AE-IDs, CSE-IDs,etc…) are registered ? 

If a CSE validates that the entities defined in ACOR attribute are registered during ACP creation or update, then this prevents from pre-provisioning AE-IDs, CSE-IDs, etc. The specification does not say if the CSE can or cannot do it.

8.12
AE-ID stem starting with S registration in case of multi-hops.

According to specification, in order to register an AE-ID stem starting with S, the registrar CSE shall announce the AE to the IN-CSE. 

In case of multi-hops, it is not clear where to create the announced AE under the IN-CSE ? 

In the following example, the IN-CSE does not contain the remoteCSE resource of MN-CSE-2. The AE resource corresponding to ADN-1 could not be announced to IN-CSE and so cannot register with an AE-ID stem starting with S.
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8.13
Notification URI issue in long polling test description

The subscription resource should be created using the polling channel URI or AE-ID (Not polling channel resource).

TS-0013:
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8.14
Notification issue in long polling test description

If a content Instance is created in the pre-test conditions, then the AE will not receive the notification. Swap the following two sentence (in red) solves the issue. (Follow the notification test case description)  

TS-00013:
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8.15
MQTT serialization format in release 1 

TS-0010-V1.6.0
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indicates the serialization format that the Originator is prepared to accept in a Response.




( It is not clear how to send the xM2M-Accept in request primitive ?

8.16
ScheduleEntry regex validation

The ScheduleEntry regex could not be validated (E.g. Online regex validator https://regex101.com )

CDT-CommonTypes-v2_7_0.xsd
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Regex validator output:
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The “/” used on the regex expression is considered as special character and should be escaped to make the regex expression more generic.

8.17
How the CSE shall answer a Create or Update request containing unknown attributes ?

Question : How the CSE shall answer a Create or Update request containing unknown attributes ?
Ignore the unknown attributes and accept the request ? or reject ?

8.18
What is the default addressing format ?

Question: What is the default addressing format (Absolute, SP-Relative, or CSE-Relative) returned by the CSE (ParentID, ChildRef, Location Header, etc.) ?
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