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Introduction

This contribution proposes interop test cases for the <locationPolicy> resource management as a preparation of Interop#6 Event. Test cases are made based on the CRUD Operations.
Below test scenarios are newly proposed in this contribution.
· 8.1.19.1 LocationPolicy Create
· 8.1.19.2 LocationPolicy Retrieve
· 8.1.19.3 LocationPolicy Update
· 8.1.19.4 LocationPolicy Delete
· Section 8.1.5.7 Retrieve <latest> test case is further categorised based on the attribute locationID of the parent <container> resource. A new test case 8.1.5.7.1 is added for the case when locationID is configured and test case 8.1.5.7 is renumbered to 8.1.5.7.2, for the case when locationID is not present.   
As per TS-0001,
10.2.10
Location Management Procedures

10.2.10.1
Procedure related to <locationPolicy> resource

10.2.10.1.0
Overview

This clause introduces the procedures for obtaining and managing a target M2M Node's location information, which are associated with the <locationPolicy> resource that contains the method for obtaining and managing location information.

10.2.10.1.1
Create <locationPolicy>
This procedure shall be used for creating a <locationPolicy> resource.

Table 10.2.10.1.1-1: <locationPolicy> CREATE

	<locationPolicy> CREATE

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request
To: the address of the <CSEBase> resource
Content: The representation of the <locationPolicy> resource described in clause 9.6.10

	Processing at Originator before sending Request
	According to clause 10.1.1.1

	Processing at Receiver
	· Check whether the Originator is authorized to request the procedure
· Check whether the provided attributes of the <locationPolicy> resource represent a valid Request
· Upon successful validation of the above procedures, the Hosting CSE creates <container> resource and a <locationPolicy> resource. Both of these resources shall be hosted locally on the Hosting CSE. The Hosting CSE shall maintain cross-reference between both resources: locationContainerID attribute for <locationPolicy> resource and locationID attribute for <container> resource
· Check the defined locationSource attribute to determine which method is used. The locationSource attribute shall be set based on the capabilities of a target M2M Node, the required location accuracy of the Originator and the Underlying Network in which a target M2M Node resides:
-
For the Network-based case, if the locationServer is absent in the Originator's request the Hosting CSE shall either derive the locationServer  value from the locationTargetID or be pre-provisioned with the identity of a locationServer. The Hosting CSE shall transform the request from the Originator into a Location Server request that includes the following attributes  locationTargetID, locationServer that are defined in the <locationPolicy> resource. Additionally, the Hosting CSE shall also provide default values for other parameters (e.g. required quality of position) in the Location Server request [Error: Reference source not found] according to local policies. If the request which requests the location information of the target device towards the Location Server crosses over the Mcn reference point, then the Location Server in the Underlying Network performs positioning procedures, and returns the results over the Mcn reference point
-
The specific mechanism used to communicate with the network Location Server depends on the capabilities of the Underlying Network and other factors. For example, it could be either the OMA Mobile Location Protocol [Error: Reference source not found] or OMA RESTful NetAPI for Terminal Location [Error: Reference source not found]

Check the assigned locationInformationType attribute and if the value of this attribute is Geo-fence event, following the steps below:

The Hosting CSE shall check the target Node's capability (Positionable, Non-Positionable or both) by retrieving the stored <node> resource or <mgmtCmd> procedure(e.g. checking the Node's capability through RPC-based procedure) and the Hosting CSE shall create <mgmtCmd> resource type with appropriate configuration based on the node capability and attributes stored in the created <locationPolicy> resource (e.g. locationUpdatePeriod attribute of <locationPoicy> to execFrequency attribute of <mgmtCmd>) to obtain the Geo-fence relevant information (e.g. measurement or position fix) from the target Node. The node shall respond the information and the Hosting CSE shall create <execInstance> resource type as a placeholder for the information. The Hosting CSE shall forward this information to Geo‑Fence Server (refer to locationServer attribute) and returns the results (e.g. event type) over the Mcn reference point. The result shall be stored in the created <container> resource as explained in clause 10.2.10.2.1.
(See note)
-
For the Device-based case, this case is applicable if the Originator is ASN-AE and the ASN has location determination capabilities (e.g. GPS). The Hosting CSE is capable of performing positioning procedure using the module or technologies. For example, if the ASN has a GPS module itself, the ASN-CSE obtains the location information of Node from the GPS module through internal interfaces (e.g. System call or JNI [Error: Reference source not found]). The detail procedure is out-of-scope
-
For the Sharing-based case, this case shall be applicable if the Originator is an ADN-AE and the Hosting CSE is MN CSE and the ADN is a resource constrained node, no location determination capabilities (e.g. GPS) and Network-based positioning capabilities. Also according to the required location accuracy of the AE, the Originator may choose this case

When the Hosting CSE receives the CREATE request and if the Hosting CSE can find the closest Node that is registered with the Hosting CSE and has location information from the Originator in the M2M Area Network, the location information of the closest Node shall be stored as the location information of the Originator, or if the Hosting CSE cannot find any closest Node or has no topology information, the location information of the Node of the Hosting CSE (MN) shall be stored as the location information of the Originator. The closest Node can be determined by the minimum hop based on the topology information stored in the <node> resource.

	Information in Response message
	The representation of the created <locationPolicy> resource

	Processing at Originator after receiving Response
	According to clause 10.1.1.1

	Exceptions
	No change from the generic procedure

	NOTE:
The details of the mechanisms are addressed in the oneM2M TS-0004 [Error: Reference source not found].


10.2.10.1.2
Retrieve <locationPolicy>
This procedure shall be used for retrieving an existing <locationPolicy> resource.
Originator: The Originator shall request to obtain <locationPolicy> resource information by using RETRIEVE operation. The Originator is either an AE or a CSE.
Receiver: The Receiver shall check if the Originator has RETRIEVE permission on the <locationPolicy> resource. Upon successful validation, the Hosting CSE shall respond to the Originator with the appropriate responses.
Table 10.2.10.1.2-1: <locationPolicy> RETRIEVE

	<locationPolicy> RETRIEVE

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request
To: The address of the target <locationPolicy> resource

	Processing at Originator before sending Request
	None

	Processing at Receiver
	According to clause 10.1.2

	Information in Response message
	According to clause 10.1.2

	Processing at Originator after receiving Response
	None

	Exceptions
	According to clause 10.1.2


10.2.10.1.3
Update <locationPolicy>
This procedure shall be used for updating an existing <locationPolicy> resource.
Originator: The Originator shall request to update attributes of an existing <locationPolicy> resource by using an UPDATE operation. The request shall address the specific <locationPolicy> resource of a CSE. The Originator may be either an AE or a CSE.
Receiver: The Receiver of an UPDATE request shall check whether the Originator is authorized to request the operation. The receiver shall further check whether the provided attributes of the <locationPolicy> resource represent a valid request for updating <locationPolicy> resource.
Table 10.2.10.1.3-1: <locationPolicy> UPDATE

	<locationPolicy> UPDATE

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request
To: The address of the target <locationPolicy> resource
Content: The attributes which are to be updated

	Processing at Originator before sending Request
	None

	Processing at Receiver
	According to clause 10.1.3 with the following:
· If the value of locationUpdatePeriod attribute is updated to 0 or NULL, the Hosting CSE shall stop periodical positioning procedure and perform the procedure when Originator retrieves the <latest> resource of the linked <container> resource. See clause 10.2.10.2 for more detail
· If the value of locationUpdatePeriod attribute is updated to bigger than 0 (e.g. 1 hour) from 0 or NULL, the Hosting CSE shall start periodical positioning procedure

	Information in Response message
	According to clause 10.1.3

	Processing at Originator after receiving Response
	None

	Exceptions
	According to clause 10.1.3


10.2.10.1.4
Delete <locationPolicy>
This procedure shall be used for deleting an existing <locationPolicy> resource.
Originator: The Originator shall request to delete an existing <locationPolicy> resource by using the DELETE operation. The Originator may be either an AE or a CSE. This request can be occurred when the locationSource attribute of the created <locationPolicy> resource is "sharing-based" and the Originator is an AE that disconnects from the registered MN-CSE.
Receiver: The Receiver shall check if the Originator has DELETE permission on the <locationPolicy> resource. Upon successful validation, the CSE shall remove the resource from its repository and shall respond to the Originator with appropriate responses.
Table 10.2.10.1.4-1: <locationPolicy> DELETE

	<locationPolicy> DELETE

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or the CSE that initiates the Request
To: the address of the target <locationPolicy> resource

	Processing at Originator before Sending Request
	None

	Processing at Receiver
	According to clause 10.1.4

	Information in Response message
	According to clause 10.1.4

	Processing at Originator after receiving Response
	Once the <locationPolicy> resource is deleted, the Receiver shall delete the associated resources (i.e. <container>, <contentInstance> resources). If the locationSource attribute and the locationUpdatePeriod attribute of the <locationPolicy> resource has been set with appropriate value, the Receiver shall tear down the session. The specific mechanism used to tear down the session depends on the support of the Underlying Network and other factors

	Exceptions
	According to clause 10.1.4


10.2.10.2
Procedure when the <container> and <contentInstance> resource contain location information

10.2.10.2.0
Overview

Since the actual location information of a target M2M Node shall be stored in the <contentInstance> resource as per the configuration described in the associated <locationPolicy> resource, this clause introduces the procedures related to the <contentInstance> and <container> resource.

10.2.10.2.1
Procedure for <container> resource that stores the location information

This procedure is mainly triggered by the creation of <locationPolicy> resource. Based on the defined attributes related to the <container> resource such as 'locationContainerID' and 'locationContainerName', the Hosting CSE shall create <container> resource to store the location information in its child resource, <contentInstance> resource after the CSE obtains the actual location information of a target M2M Node. If the Originator provides the 'locationContainerName' and the given 'locationContainerName' does not exist in the Hosting CSE, the Hosting CSE shall set the 'resourceName' of the created <container> resource to the 'locationContainerName' provided by the Originator. If the given 'locationContainerName' already exists in the Hosting CSE, the Hosting CSE shall respond with an error following the general exceptions written in clause 10.1.1.1. If the Originator does not provide the 'locationContainerName' the Hosting CSE shall provide 'resourceName' for the created <container> resource. After the creation of the <container> resource, theresourceID attribute of the resource shall be stored in the 'locationContainerID'.

10.2.10.2.2
Procedure for <contentInstance> resource that stores location information

After the <container> resource that stores the location information is created, each instance of location information shall be stored in the different <contentInstance> resources. In order to store the location information in the <contentInstance> resource, the Hosting CSE firstly checks the defined locationUpdatePeriod attribute. If a valid period value is set for this attribute, the Hosting CSE shall perform the positioning procedures as defined period value, locationUpdatePeriod, in the associated <locationPolicy> resource and stores the results (e.g. position fix and uncertainty) in the <contentInstanace> resource under the created <container> resource. However, if no value (e.g. null or zero) is set, the positioning procedure shall be performed when an Originator requests to retrieve the <latest> resource of the <container> resource and the result shall be stored as a <contentInstance> resource under the <container> resource.
As per TS-0004,
7.4.10.2 <locationPolicy> resource specific procedure on CRUD Operations
7.4.10.2.0
Introduction

This clause describes <locationPolicy> resource specific primitive behaviour for CRUD operations. 

7.4.10.2.1 Create

Originator:
No change from the generic procedures in clause Error: Reference source not found.

Receiver:
The following <locationPolicy> resource type specific procedures shall be performed after Recv-6.5 and before Recv‑6.6 generic procedures.

1) The Hosting CSE shall create a <container> resource in which the actual location information will be stored. Then the Hosting CSE shall create a <locationPolicy> resource and shall fill in cross-references for both resources. Both of these resources shall be hosted locally on the Hosting CSE. The locationContainerID attribute of the <locationPolicy> resource shall contain the resourceID of the created <container> resource and the locationID attribute of the <container> resource shall contain the resourceID of the <locationPolicy> resource. The name of the created <container> resource shall be determined by the locationContainerName attribute if it is applicable.

2) Check the locationSource and locationUpdatePeriod attributes:

a)
If the locationSource attribute is set by 'Network Based' and locationUpdatePeriod attribute is set by any duration value (higher than 0 second), then continue with the step 3.
b)
If the locationSource attribute is set by 'Device Based' and locationUpdatePeriod attribute is set by any duration value (higher than 0 second), then continue with the step 4.
c)
If the locationSource attribute is set by 'Sharing Based' and locationUpdatePeriod attribute is set by any duration value (higher than 0 second), then continue with the step 5.
d)
If the locationUpdatePeriod has more than one values, the first value in the list shall be used as the current location update period in step 3,4 and 5. In this case, based on the local context information of the Hosting CSE such as velocity, available memory, the Hosting CSE may choose one of the value out of the list to be the active location update period. If the device is moving at the high speed, it is expected that the location of the device would be update more frequently. The Hosting CSE would acquire the current velocity of the device and compare the value with some predefined value, depend on the result of the comparison, the Hosting CSE would choose a smaller value from the list if the current velocity is higher than the predefined value. Otherwise, the Hosting CSE would choose a larger value.
3) The Hosting CSE shall retrieve the locationTargetID and locationServer attributes from the stored <location Policy> resource:

· If the locationServer is absent in the Originator's request, the Hosting CSE shall either derive the locationServer value from the locationTargetID or be pre-provisioned with the identity of a Location Server.
· In case either the locationTargetID or locationServer attribute cannot be obtained, the Hosting CSE shall reject the request with the Response Status Code indicating "BAD_REQUEST" error. Then, the Hosting CSE shall transform the location-acquisition request into Location Server request [Error: Reference source not found], using the attributes stored in <locationPolicy> resource. The Hosting CSE shall also provide default values for other required parameters (e.g. quality of position) in the Location Server request according to local policies. 
· The Hosting CSE shall send this Location Server request to the location server using, for example, OMA Mobile Location Protocol [Error: Reference source not found] and OMA RESTful NetAPI for Terminal Location [Error: Reference source not found]. The location server performs positioning procedure based upon the Location Server request. Then continue with step 6.
· Based on the period information, locationUpdatePeriod attribute, this step can be periodically repeated or the location server can only notify the Hosting CSE of location information that performs periodically.
NOTE 1:
The location server performs the privacy control and only responds successfully if the positioning procedure is permitted.
NOTE 2:
The detailed information on how the Location Server request message is converted into OMA RESTful NetAPI for Terminal Location message is described in Error: Reference source not found.
4) The Hosting CSE shall perform positioning procedure using location determination modules and technologies (e.g. GPS). Then continue with step 6:

· Based on the period information, locationUpdatePeriod attribute, this step can be periodically repeated.

NOTE 3:
The Hosting CSE can utilize the internal interface (e.g. System Call) to communicate with the modules and technologies. The detailed procedure is out of scope.
5) The Hosting CSE shall collect information of topology of M2M Area Network using <node> resource and find the closest Node from the Originator that has registered with the Hosting CSE and has location information. The closest Node is determined by the minimum hop based on the collected topology information:

a)
If the Hosting CSE can find the closest Node from the Originator, the location information of the closest Node shall be stored as the location information of the Originator into a <contentInstance> resource under the created <container> resource.
b)
If the Hosting CSE cannot find the closest Node from the Originator, the location information of the Hosting CSE shall be stored as the location information of the Originator into a <contentInstance> resource under the created <container> resource.
6) The Hosting CSE shall receive the corresponding response and transform it into a Response primitive:

a)
If the positioning procedure is failed, the Hosting CSE shall store a statusCode based on the error code in the locationStatus attribute in the created <locationPolicy> resource.

b)
If the positioning procedure is successfully complete which means that the Hosting CSE acquires the location information, The Hosting CSE shall store the acquired location information into a <contentInstance> resource under the created <container> resource.

7.4.10.2.2 Retrieve

Originator:
No change from the generic procedures in clause Error: Reference source not found.

Receiver:
No change from the generic procedures in clause Error: Reference source not found.

7.4.10.2.3 Update

Originator:
No change from the generic procedures in clause Error: Reference source not found.

Receiver:
No change from the generic procedures in clause Error: Reference source not found.

7.4.10.2.4 Delete

Originator:
No change from the generic procedures in clause Error: Reference source not found.

Receiver:
The procedure of the Receiver written in the clause Error: Reference source not found (from Rcv-D-1.0 to Rcv-D-10.0) shall be the same as initial steps. A following step is the <locationPolicy> resource type specific procedure for DELETE operation:

1) Once the <locationPolicy> resource is deleted, the Receiver shall delete the associated resources (e.g. <container>, <contentInstance> resources). If the locationSource attribute and the locationUpdatePeriod attribute of the <locationPolicy> resource has been set with appropriate value, the Receiver shall tear down the session. The specific mechanism used to tear down the session depends on the support of the Underlying Network and other factors.
--------------------------------------------------------------------------------------------------------------------------------------------
Retrieve <latest>

As per TS-0001,
10.2.22.1
Retrieve <latest>
If locationID of <container> is configured, the procedure specified in clause 10.2.10.2.2 shall apply.
If locationID of <container> is not configured, this procedure shall apply to the latest <contentInstance> resource among all existing <contentInstance> resources in the parent <container> resource. If there is no <contentInstance> resource in the parent, then the Receiver shall responded with an error.

This procedure is the same as the procedures in clause 10.2.19.3 <contentInstance> RETRIEVE.

10.2.10.2.2
Procedure for <contentInstance> resource that stores location information

After the <container> resource that stores the location information is created, each instance of location information shall be stored in the different <contentInstance> resources. In order to store the location information in the <contentInstance> resource, the Hosting CSE firstly checks the defined locationUpdatePeriod attribute. If a valid period value is set for this attribute, the Hosting CSE shall perform the positioning procedures as defined period value, locationUpdatePeriod, in the associated <locationPolicy> resource and stores the results (e.g. position fix and uncertainty) in the <contentInstanace> resource under the created <container> resource. However, if no value (e.g. null or zero) is set, the positioning procedure shall be performed when an Originator requests to retrieve the <latest> resource of the <container> resource and the result shall be stored as a <contentInstance> resource under the <container> resource.
As per TS-0004,
7.4.27.2 Resource Specific Procedure on CRUD Operations
7.4.27.2.1 Introduction
Th<latest>is clause describes <latest> resource specific behaviour for operations. Among operations, only Retrieve and Delete operations shall be allowed for the <latest> resource.
7.4.27.2.2 Create
Originator:
The <latest> resource shall not be created via API.
Receiver:
Primitive specific operation on Recv-1.0 "Check the syntax of received message":
1) If the request is received, the Receiver CSE shall execute the following steps in order.
a)
"Create an unsuccessful Response primitive" with the Response Status Code indicating "OPERATION_NOT_ALLOWED" error.
b)
"Send the Response primitive".
7.4.27.2.3 Retrieve
Originator:
No change from the generic procedures in clause Error: Reference source not found.
Receiver:
If the locationID of <container> is configured and the value of locationUpdatePeriod is marked '0' or not defined and locationSource attribute is 'Network Based', the following <latest> resource type specific procedures shall be performed after Recv-6.3 and before Recv-6.6 generic procedures:

1) The Hosting CSE shall transform the location-acquisition request into Location Server request [Error: Reference source not found], using the attributes stored in <locationPolicy> resource. The Hosting CSE shall also provide default values for other required parameters (e.g. quality of position) in the Location Server request according to local policies:
· The Hosting CSE shall send this Location Server request to the location server using, for example, OMA Mobile Location Protocol [Error: Reference source not found] and OMA RESTful NetAPI for Terminal Location [Error: Reference source not found]. The location server performs positioning procedure based upon the Location Server request. Then go to Step 3).

2) The Hosting CSE shall receive the corresponding response and transform it into a Response primitive:

a)
If the positioning procedure is failed, the Hosting CSE returns the response with a Response Status Code based on the error code and shall store a statusCode based on the error code in the locationStatus attribute in the <locationPolicy> resource.

b)
If the positioning procedure is successfully completed which means that the Hosting CSE acquires the location information, the Hosting CSE shall perform the procedures of creating a <contentInstance> as described in clause Error: Reference source not found according to the acquired location information and perform the normal Recv‑6.5 procedure.

If locationID of <container> is not configured, or the locationID of <container> is configured and the value of locationUpdatePeriod is greater than zero, or locationSource attribute is Device Based' or Sharing Based:
2) No change from the generic procedures in clause Error: Reference source not found except the following modification:
· Recv-6.2:
· Check the existence of the latest <contentInstance> resource among all existing <contentInstance> resources in the parent <container> resource. If the resource exists, the subsequent procedures of the Receiver (i.e. after Recv-6.2) shall be performed for the resource. If the resource does not exist, the Hosting CSE shall reject the request with a Response Status Code indicating "NOT_FOUND" error.
· Recv-6.3:
· Addition to normal procedure of Recv-6.3 "Check authorization of the Originator": Check the value of disableRetrieval attribute, and if the value is True then the Hosting CSE shall reject the request with a Response Status Code indicating "OPERATION_NOT_ALLOWED" error.
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6
Test Description Summary

6.1
Tests list

	Nb
	Procedure/Resource
	TD ID
	TD Description

	1
	CSEBase Management
	TD_M2M_NH_01
	AE retrieves the CSEBase resource

	2
	RemoteCSE 
	TD_M2M_NH_02
	Registree CSE registers to Registrar CSE

	3
	
	TD_M2M_NH_03
	Registree CSE retrieves RemoteCSE from Registrar CSE

	4
	
	TD_M2M_NH_04
	Registree CSE updates RemoteCSE from Registrar CSE

	5
	
	TD_M2M_NH_05
	Registree CSE deletes RemoteCSE from Registrar CSE

	6
	Application Entity
	TD_M2M_NH_06
	AE registers to its registrar CSE via an AE Create Request

	7
	
	TD_M2M_NH_07
	AE retrieves <AE> resource via an AE Retrieve Request

	8
	
	TD_M2M_NH_08
	AE updates attribute in <AE> resource via an AE Update Request

	9
	
	TD_M2M_NH_09
	AE de-registers by deleting <AE> resource via an AE Delete Request

	10
	Container
	TD_M2M_NH_10
	AE creates a container resource in registrar CSE via a container Create Request

	11
	
	TD_M2M_NH_11
	AE retrieves information of a container resource via a container Retrieve Request

	12
	
	TD_M2M_NH_12
	AE updates attribute in application resource via a container Update Request 

	13
	
	TD_M2M_NH_13
	AE deletes a specific container resource via a container Delete Request 

	14
	ContentInstance
	TD_M2M_NH_14
	AE adds a contentInstance resource <contentInstance> to a specific container in Registrar CSE via a contentInstance Create Request and the registrar CSE updates the parent <container> resource with stateTag, and currentNrOfInstances, CurrentByteSize attributes correspondingly

	15
	
	TD_M2M_NH_15
	AE retrieves information of a contentInstance resource via a contentInstance Retrieve Request

	16
	
	TD_M2M_NH_17
	AE deletes contentInstance resource via a Delete Request and the registrar CSE updates the parent <container> resource with currentNrOfInstances, and CurrentByteSize attribute correspondingly

	17
	
	TD_M2M_NH_49
	AE deletes a <latest> resource in a <container> and the Registrar CSE points a latest <contentInstance> among the existing contentInstances to the <latest> resource of the <container>

	18
	
	TD_M2M_NH_50
	AE deletes a <oldest> resource in a <container> resource and the Registrar CSE points an oldest <contentInstance> among the existing contentInstances to the <oldest> resource of the <container>

	19
	
	TD_M2M_NH_51
	AE sends a <contentInstance> CREATE request to a <container> which contains attribute currentNrOfInstances whose value equals to that of maxNrOfInstances and Registrar CSE deletes the oldest <contentInstance> from the parent <container> and then creates the requested <contentInstance> resource

	
	
	TD_M2M_NH_93
	AE retrieves a <latest> resource of a <container> for which attribute locationID is configured, value of locationUpdatePeriod is marked '0' or not defined and locationSource attribute is 'Network Based'.

	20
	
	TD_M2M_NH_71
	AE retrieves a <latest> resource of a <container> and the Registrar CSE points a latest <contentInstance> among the existing contentInstances to the <latest> resource of the <container>

	21
	
	TD_M2M_NH_72
	AE retrieves a <oldest> resource of a <container> and the Registrar CSE points a oldest <contentInstance> among the existing contentInstances to the <oldest> resource of the <container>

	22
	Discovery
	TD_M2M_NH_18
	AE discovers resources residing in Registrar CSE

	23
	
	TD_M2M_NH_19
	AE discovers accessible resources residing in Registrar CSE using the label filter criteria 

	24
	
	TD_M2M_NH_20
	AE discovers accessible resources residing in Registrar CSE limiting the number of matching resources to the specified value.

	25
	
	TD_M2M_NH_21
	AE discovers accessible resources residing in Registrar CSE using multiple Filter Criteria 

	26
	
	TD_M2M_NH_58
	AE discovers accessible resources residing in Registrar CSE using the level filter criteria value set to 1

	27
	
	TD_M2M_NH_59
	AE discovers accessible resources residing in Registrar CSE using the level filter criteria value set to 2

	28
	
	TD_M2M_NH_60
	AE1 discovers accessible resources residing in Registrar CSE using the level filter criteria value set to 3

	29
	
	TD_M2M_NH_61
	AE discovers accessible resources residing in Registrar CSE using the offset filter criteria value set to 3

	30
	
	TD_M2M_NH_62
	AE discovers all the accessible resources residing in Registrar CSE using the offset filter criteria

	31
	Subscription
	TD_M2M_NH_22
	AE creates a subscription to Application Entity resource via subscription Create Request

	32
	
	TD_M2M_NH_23
	AE retrieves information about a subscription via subscription Retrieve Request such as expirationTime, labels, etc.

	33
	
	TD_M2M_NH_24
	AE updates information about a subscription via subscription Retrieve Request

	34
	
	TD_M2M_NH_25
	AE cancels subscription via an subscription Delete Request

	35
	AccessControlPolicy
	TD_M2M_NH_26
	AE creates an accessControlPolicy resource

	36
	
	TD_M2M_NH_27
	AE retrieves accessControlPolicy resource 

	37
	
	TD_M2M_NH_28
	AE updates attribute in accessControlPolicy resource

	38
	
	TD_M2M_NH_29
	AE deletes accessControlPolicy resource

	39
	
	TD_M2M_NH_30
	AE delete request is rejected due to accessControlPolicy

	40
	
	TD_M2M_NH_73
	AE delete request is rejected due to accessControlPolicy (accessControlOriginators)

	41
	
	TD_M2M_NH_74
	AE delete request is allowed due to accessControlPolicy

	42
	Group
	TD_M2M_NH_31
	AE creates a group resource

	43
	
	TD_M2M_NH_32
	AE retrieves group resource 

	44
	
	TD_M2M_NH_33
	AE updates attribute in group resource

	45
	
	TD_M2M_NH_34
	AE deletes group resource

	46
	Node
	TD_M2M_NH_35
	AE creates a node resource 

	47
	
	TD_M2M_NH_36
	AE retrieves node resource 

	48
	
	TD_M2M_NH_37
	AE updates attribute in node resource

	49
	
	TD_M2M_NH_38
	AE deletes node resource

	50
	PollingChannel
	TD_M2M_NH_39
	AE creates a <pollingChannel> resource in registrar CSE via a Create Request

	51
	
	TD_M2M_NH_40
	AE retrieves information of a pollingChannel resource via a Retrieve Request

	52
	
	TD_M2M_NH_41
	AE updates attribute in pollingChannel resource via a Update Request

	53
	
	TD_M2M_NH_42
	AE deletes a pollingChannel resource via a Delete Request 

	54
	
	TD_M2M_NH_43
	AE retrieves information of a pollingChannel resource via a Retrieve Request

	55
	FanoutPoint
	TD_M2M_NH_44
	AE creates a <contentInstance> resource in each group member

	56
	
	TD_M2M_NH_45
	AE retrieves the <container> resource from in each group member

	57
	
	TD_M2M_NH_46
	AE updates an <container> resource of each member resource

	58
	
	TD_M2M_NH_47
	AE deletes a <container> of each member 

	59
	Notification
	TD_M2M_NH_48
	AE receives a notification request from the HOST CSE

	60
	
	TD_M2M_NH_80
	AE2 sends maxNrOfInstances UPDATE request to <container> which has been set to subscribed-to resource. Since <subscription> resource has specific setting in eventNotificationCriteria, Hosting CSE send notification to AE1

	61
	
	TD_M2M_NH_81
	AE2 sends DELETE request to <container> which has been set to subscribed-to resource. Since <subscription> resource has notificationEventType with ‘Delete of Resource’, Hosting CSE send notification to AE1

	62
	
	TD_M2M_NH_82
	AE2 sends <contentInstance> CREATE request to <container> which has been set to subscribed-to resource. Since <subscription> resource has notificationEventType with ‘Create of Direct Child Resource’, Hosting CSE send notification to AE1

	63
	
	TD_M2M_NH_83
	AE2 sends DELETE request to the <contentInstance> which located under the subscribed-to resource. Since <subscription> resource has notificationEventType with ‘Delete of Direct Child Resource’, Hosting CSE send notification to AE1

	64
	FlexContainer
	TD_M2M_NH_52
	AE creates a flexcontainer resource in Registrar CSE via a flexcontainer Create Request

	65
	
	TD_M2M_NH_53
	AE retrieves information of a flexContainer resource via a flexContainer Retrieve Request

	66
	
	TD_M2M_NH_54
	AE updates attribute in application resource via a flexContainer Update Request

	67
	
	TD_M2M_NH_55
	AE deletes a specific container resource via a container Delete Request 

	68
	
	TD_M2M_NH_56
	AE receives a notification request on flexContainer update from the HOST CSE

	69
	
	TD_M2M_NH_57
	AE discovers accessible resources residing in Registrar CSE using attribute filter criteria which has a customAttribute name and value assigned to it. 

	70
	External Management Operations
	TD_M2M_NH_63
	AE creates a mgmtCmd resource

	71
	
	TD_M2M_NH_64
	AE retrieves mgmtCmd resource

	72
	
	TD_M2M_NH_65
	AE updates attribute (not with 'true' in execEnable attribute) in mgmtCmd resource

	73
	
	TD_M2M_NH_66
	AE updates attribute (with 'true' in execEnable attribute) in mgmtCmd resource

	74
	
	TD_M2M_NH_67
	AE deletes mgmtCmd resource

	75
	
	TD_M2M_NH_68
	AE retrieves execInstance resource

	76
	
	TD_M2M_NH_69
	AE updates attribute 'execDisable' to true in execInstance resource to cancel pending management command.

	77
	
	TD_M2M_NH_70
	AE deletes execInstance resource

	78
	SemanticDescriptor Management
	TD_M2M_NH_75
	AE creates a SemanticDescriptor resource in Registrar CSE via a SemanticDescriptor Create Request

	79
	
	TD_M2M_NH_76
	AE retrieves information of a semanticDescriptor resource via a semanticDescriptor Retrieve Request

	80
	
	TD_M2M_NH_77
	AE updates attribute in <semanticDescriptor> resource via a semanticDescriptor Update Request

	81
	
	TD_M2M_NH_78
	AE deletes SemanticDescriptor resource via a SemanticDescriptor Delete Request

	82
	Semantic Resource Discovery
	TD_M2M_NH_79
	AE discovers accessible resources residing in Registrar CSE using the semanticFilter filter criteria

	83
	ResultContent
	TD_M2M_NH_84
	Check creation of <container> resource with result content set to 0(nothing)

	84
	
	TD_M2M_NH_85
	Check creation of <container> resource with result content set to 1(attributes) 

	85
	
	TD_M2M_NH_86
	Check creation of <container> resource with result content set to 2(hierarchical address)

	86
	
	TD_M2M_NH_87
	Check creation of <container> resource with result content set to 3(hierarchical address and attributes)

	87
	
	TD_M2M_NH_88
	Check retrievability of <container> resource with result content set to 4(attributes and child resources)

	88
	LocationPolicy
	TD_M2M_NH_89
	AE creates a <locationPolicy> resource in registrar CSE via a locationPolicy Create Request

	89
	
	TD_M2M_NH_90
	AE retrieves information of a <locationPolicy> resource via a locationPolicy Retrieve Request

	90
	
	TD_M2M_NH_91
	AE updates attribute in <locationPolicy> resource via a locationPolicy Update Request

	91
	
	TD_M2M_NH_92
	AE deletes a specific <locationPolicy> resource via a locationPolicy Delete Request

	92
	Synchronous request


	TD_M2M_NB_01
	AE creates a container resource using non-blocking synchronous request in registrar CSE

	93
	
	TD_M2M_NB_02
	AE retrieves a Container resource using non-blocking synchronous request in registrar CSE

	94
	
	TD_M2M_NB_03
	AE updates a Container resource using non-blocking synchronous request in registrar CSE

	95
	
	TD_M2M_NB_04
	AE deletes a Container resource using non-blocking synchronous request

	96
	Asynchronous request
	TD_M2M_NB_05
	AE creates a container resource using non-blocking asynchronous request

	97
	
	TD_M2M_NB_06
	AE retrieves a Container resource using non-blocking asynchronous request

	98
	
	TD_M2M_NB_07
	AE updates a Container resource using non-blocking asynchronous request

	99
	
	TD_M2M_NB_08
	AE deletes a Container resource using non-blocking asynchronous request

	100
	Retargeting
	TD_M2M_SH_01
	AE creates a remote <Resource> resource

	101
	
	TD_M2M_SH_02
	AE retrieves a remote <Resource> resource

	102
	
	TD_M2M_SH_03
	AE updates a remote <Resource> resource 

	103
	
	TD_M2M_SH_04
	AE delete a remote <Resource> resource 

	104
	Discovery
	TD_M2M_SH_09
	AE discovers accessible resources residing in the remote Hosting CSE using multiple Filter Criteria

	105
	Unauthorized operation
	TD_M2M_SH_10
	AE delete request is rejected after access rights verification using retargeting.

	106
	Notification
	TD_M2M_SH_11
	AE receives a notification request from the remote hosting CSE

	107
	mgmtObj
	TD_M2M_SH_05
	AE creates a <mgmtObj> resource

	108
	
	TD_M2M_SH_06
	AE updates a <mgmtObj> resource

	109
	
	TD_M2M_SH_07
	AE retrieves a <mgmtObj> resource

	110
	
	TD_M2M_SH_08
	AE deletes a <mgmtObj> resource

	111
	Announcement
	TD_M2M_SH_12
	AE1 announces itself to CSE2

	112
	
	TD_M2M_SH_13
	AE1 announces a child container to CSE2

	113
	
	TD_M2M_SH_14
	AE1 announces an Optional Announce attribute to CSE2

	114
	
	TD_M2M_SH_15
	AE2 retrieves an Announced Resource

	115
	
	TD_M2M_SH_16
	AE2 retrieves the original resource representation of an announced resource

	116
	fanOut
	TD_M2M_SH_17
	AE creates a <contentInstance> resource in each group member, where some memberIDs are on a remoteCSE

	117
	
	TD_M2M_SH_18
	AE retrieves a <contentInstance> resource from each group member, where some memberIDs are on a remoteCSE

	118
	
	TD_M2M_SH_19
	AE updates a <container> resource in each group member, where some memberIDs are on a remoteCSE

	119
	
	TD_M2M_SH_20
	AE deletes a <contentInstance> resource from each group member, where some memberIDs are on a remoteCSE

	120
	Secure AE Registration
	TD_M2M_SE_01
	AE uses Provisioned Symmetric Key Security Association Establishment Framework to enable mutual authentication with the Registrar CSE. Registrar CSE performs AE authorization check on incoming AE registration request.


-----------------------End of Change 1---------------------------------------------
-----------------------Start of new text 1-------------------------------------------

8.1.19
Location Management
8.1.19.1
LocationPolicy Create
	Interoperability Test Description

	Identifier:
	TD_M2M_NH_89

	Objective:
	AE creates a <locationPolicy> resource in registrar CSE via a locationPolicy Create Request

	Configuration:
	M2M_CFG_01

	References:
	oneM2M TS-0001 [Error: Reference source not found], clause 10.2.10.1.1
oneM2M TS-0004 [Error: Reference source not found], clause 7.4.10.2.1

	

	Pre-test conditions:
	· AE has created an application resource <AE> on registrar CSE

	Test Sequence

	Step
	RP
	Type
	Description

	1
	
	Stimulus
	AE sends a request to create a <locationPolicy>

	2
	Mca
	PRO Check Primitive 
	· op = 1 (Create)
· to = {CSEBaseName}
· fr = AE-ID
· rqi = (token-string)
· ty = 10 (LocationPolicy)
· pc = Serialized representation of <locationPolicy> resource

	3
	
	IOP Check
	Check if possible that the <locationPolicy> resource is created in registrar CSE.

Check if possible that the <container> resource is created on registrar CSE having its resourceID and locationID attribute set to locationContainerID and resourceID attribute of the <locationPolicy> resource respectively.

	4
	Mca
	PRO Check Primitive
	· rsc = 2001 (CREATED)
· rqi = (token-string) same as received in request message
· pc = Serialized representation of <locationPolicy> resource

	5
	
	IOP Check
	AE indicates successful operation

	IOP Verdict
	

	PRO Verdict
	


8.1.19.2
LocationPolicy Retrieve
	Interoperability Test Description

	Identifier:
	TD_M2M_NH_90

	Objective:
	AE retrieves information of a <locationPolicy> resource via a locationPolicy Retrieve Request

	Configuration:
	M2M_CFG_01

	References:
	oneM2M TS-0001 [Error: Reference source not found], clause 10.2.10.1.2
oneM2M TS-0004 [Error: Reference source not found], clause 7.4.10.2.2

	

	Pre-test conditions:
	· AE has created an Application Entity resource <AE> on Registrar CSE
· AE has created a locationPolicy resource <locationPolicy> on Registrar CSE
· AE has created a container resource <container> on Registrar CSE having its resourceID and locationID attribute set to locationContainerID and resourceID attribute of the <locationPolicy> resource respectively.

	Test Sequence

	Step
	RP
	Type
	Description

	1
	
	Stimulus
	AE is requested to send a Retrieve Request for a <locationPolicy>

	2
	Mca
	PRO Check Primitive 
	· op = 2 (Retrieve)
· to = {CSEBaseName}/URI of <locationPolicy> resource
· fr = AE-ID
· rqi = (token-string)
· pc = empty

	3
	Mca
	PRO Check Primitive
	· rsc =2000 (OK)
· rqi = (token-string) same as received in request message
· pc = Serialized representation of <locationPolicy> resource

	4
	
	IOP Check
	AE indicates successful operation

	IOP Verdict
	

	PRO Verdict
	


8.1.19.3
LocationPolicy Update
	Interoperability Test Description

	Identifier:
	TD_M2M_NH_91

	Objective:
	AE updates attribute in <locationPolicy> resource via a locationPolicy Update Request

	Configuration:
	M2M_CFG_01

	References:
	oneM2M TS-0001 [Error: Reference source not found], clause 10.2.10.1.3
oneM2M TS-0004 [Error: Reference source not found], clause 7.4.10.2.3

	

	Pre-test conditions:
	· AE has created an Application Entity resource <AE> on Registrar CSE
· AE has created a locationPolicy resource <locationPolicy> on Registrar CSE
· AE has created a container resource <container> on Registrar CSE having its resourceID and locationID attribute set to locationContainerID and resourceID attribute of the <locationPolicy> resource respectively.

	Test Sequence

	Step
	RP
	Type
	Description

	1
	
	Stimulus
	AE is requested to send a locationPolicy Update Request to update the lifetime of the resource.

	2
	Mca
	PRO Check Primitive 
	· op = 3 (Update)
· to = {CSEBaseName}/URI of <locationPolicy> resource
· fr = AE-ID
· rqi = (token-string)
· pc = Serialized representation of updated <locationPolicy> resource

	3
	
	IOP Check
	Check if possible that the < locationPolicy > resource is updated in Registrar CSE.

	4
	Mca
	PRO Check Primitive
	· rsc = 2004 (Updated)
· rqi = (token-string) same as received in request message
· pc = Serialized representation of <locationPolicy> resource

	5
	
	IOP Check
	AE indicates successful operation

	IOP Verdict
	

	PRO Verdict
	


8.1.19.4
LocationPolicy Delete
	Interoperability Test Description

	Identifier:
	TD_M2M_NH_92

	Objective:
	AE deletes a specific <locationPolicy> resource via a locationPolicy Delete Request 

	Configuration:
	M2M_CFG_01

	References:
	oneM2M TS-0001 [Error: Reference source not found], clause 10.2.10.1.4
oneM2M TS-0004 [Error: Reference source not found], clause 7.4.10.2.4

	

	Pre-test conditions:
	· AE has created an Application Entity resource <AE> on Registrar CSE
· AE has created a locationPolicy resource <locationPolicy> on Registrar CSE
· AE has created a container resource <container> on Registrar CSE having its resourceID and locationID attribute set to locationContainerID and resourceID attribute of the <locationPolicy> resource respectively.

	Test Sequence

	Step
	RP
	Type
	Description

	1
	
	Stimulus
	AE is requested to send a locationPolicy Delete Request

	2
	Mca
	PRO Check Primitive 
	· op = 4 (Delete)
· to = {CSEBaseName}/URI of <locationPolicy> resource
· fr = AE-ID
· rqi = (token-string)
· pc = empty

	3
	
	IOP Check
	Check if possible that the <locationPolicy> resource is deleted in registrar CSE.

	4
	Mca
	PRO Check Primitive
	· rsc = 2002 (DELETED)
· rqi = (token-string) same as received in request message
· pc = empty

	5
	
	IOP Check
	Check if possible that the <locationPolicy> resource has been removed in registrar CSE.


	6
	
	IOP Check
	Check if possible that the associated resources (e.g. <container>, <contentInstance> resources) are removed from the registrar CSE. 

	7
	
	IOP Check
	Check if possible that if the locationSource attribute and the locationUpdatePeriod attribute of the <locationPolicy> resource were set with appropriate value, the session with underlying network are torn down.

	8
	
	IOP Check
	AE indicates successful operation.

	IOP Verdict
	

	PRO Verdict
	


-----------------------End of new text 1---------------------------------------------
-----------------------Start of change 2--------------------------------------------
8.1.5.7
<latest> ContentInstance Retrieve
8.1.5.7.1 Attribute locationID of the <container> resource configured
	Interoperability Test Description

	Identifier:
	TD_M2M_NH_93

	Objective:
	AE retrieves a <latest> resource of a <container> for which attribute locationID is configured, value of locationUpdatePeriod is marked '0' or not defined and locationSource attribute is 'Network Based'.

	Configuration:
	M2M_CFG_01

	References:
	oneM2M TS-0001 [Error: Reference source not found], clause 10.2.22.1
oneM2M TS-0004 [Error: Reference source not found], clause 7.4.27.2.2

	

	Pre-test conditions:
	· AE has created an Application Entity resource <AE> on Registrar CSE
· AE has created a container resource <container> on Registrar CSE
· AE has created a <locationPolicy> resource on Registrar CSE having its resourceID and locationContainerID attribute set to locationID and resourceID attribute of the <container> resource respectively.
· In resource <locationPolicy>, value of locationUpdatePeriod is marked '0' or not defined and locationSource attribute is 'Network Based'.

	Test Sequence

	Step
	RP
	Type
	Description

	1
	
	Stimulus
	AE is requested to send a Retrieve Request for a <latest>

	2
	Mca
	PRO Check Primitive 
	· op = 2 (Retrieve)
· to = {CSEBaseName}/URI of <container> resource/la
· fr = AE-ID
· rqi = (token-string)
· pc = empty

	3
	Mca
	PRO Check Primitive
	· rsc =2000 (OK)
· rqi = (token-string) same as received in request message
· pc = Serialized representation of latest <contentInstance> resource, created after acquiring location info from Location Server, in response to Location Request made by the CSE, using the attributes stored in the <locationPolicy> resource.

	4
	
	IOP Check
	AE indicates successful operation

	IOP Verdict
	

	PRO Verdict
	


8.1.5.7.2 Attribute locationID of the <container> resource not configured
	Interoperability Test Description

	Identifier:
	TD_M2M_NH_71

	Objective:
	AE retrieves a <latest> resource of a <container> and the Registrar CSE points a latest <contentInstance> among the existing contentInstances to the <latest> resource of the <container>

	Configuration:
	M2M_CFG_01

	References:
	oneM2M TS-0001 [Error: Reference source not found], clause 10.2.22.1

oneM2M TS-0004 [Error: Reference source not found], clause 7.4.27.2.2

	

	Pre-test conditions:
	· AE has created an Application Entity resource <AE> on Registrar CSE

· AE has created a container resource <container> on Registrar CSE

· AE has created multiple contentInstance resources <contentInstance> as child resource of <container> resource

	Test Sequence

	Step
	RP
	Type
	Description

	1
	
	Stimulus
	AE is requested to send a Retrieve Request for a <latest>

	2
	Mca
	PRO Check Primitive 
	· op = 2 (Retrieve)

· to = {CSEBaseName}/URI of <container> resource/la

· fr = AE-ID
· rqi = (token-string)

· pc = empty

	3
	Mca
	PRO Check Primitive
	· rsc =2000 (OK)

· rqi = (token-string) same as received in request message

· pc = Serialized representation of latest <contentInstance> resource

	4
	
	IOP Check
	AE indicates successful operation

	IOP Verdict
	

	PRO Verdict
	


-----------------------End of change 2---------------------------------------------
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