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Introduction
Introduction of AI model compression for transmission
-----------------------Start of change 1-------------------------------------------
7.3.9
High Level Illustration
The primary objective of this use case is to illustrate the compression and decompression of AI models. The oneM2M framework enables the management of AI models, including the uploading and downloading of large model files. To optimize bandwidth usage and reduce transmission time, these models can be compressed prior to transfer or transmitted in an already compressed form.

As discribed in Neural Network Coding (NNC) standard ISO/IEC 15938-17 (MPEG-7 Part 17) [i.10], this can be achieved through a combination of compression techniques including quantization, pruning, and entropy-based encoding. These methods make it possible to reduce the size of AI models to a single-digit percentage of their original size for transmission, without significantly affecting model accuracy.
Model compression is typically fast enough to be performed ad hoc upon request, enabling on-demand compression prior to transmission.
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Figure 1: NNC overview
NNC defines a series of processing steps and coding tools for compressing neural networks. As illustrated in Fig. 1, the input can be a standard trained model or an updated version based on a previous base model.

Key processing steps include:

· Parameter Reduction: Techniques such as sparsification, pruning, unification, and decomposition reduce model size. These may involve zeroing out weights, grouping similar parameters, or eliminating redundant ones.

· Decomposition: Matrix operations like low-rank approximations restructure model weights and may also support quantization techniques such as batchnorm folding or local scaling.

· Parameter Quantization: Reduces parameter precision using methods like uniform or codebook-based quantization, enabling more efficient inference.

· Predictive Residual Encoding: Encodes model updates incrementally, useful in scenarios like federated learning.

· Entropy Coding: Compresses quantized data. NNC includes DeepCABAC, enhanced with temporal modeling for sequential updates.

7.3.10
Potential Requirements
1) The oneM2M system should support AI model compression and decompression, allowing models to be compressed on demand at the request of an application or user.
-----------------------End of change 1---------------------------------------------
-----------------------Start of Changes to References Clause -------------

2.1
Normative references

The following referenced documents are necessary for the application of the present document.

[1]
oneM2M Drafting Rules (http://www.onem2m.org/images/files/oneM2M-Drafting-Rules.pdf))

2.2
Informative references

 [i.10]



White paper on Neural Network Coding from ISO/IEC JTC 1/SC 29/AG 03 
Note: 

Available at https://www.mpeg.org/standards/MPEG-7/17/
-----------------------End of Changes to References  -------------
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