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Follow the principle of completeness, where all changes related to the issue or problem within a deliverable are simultaneously proposed to be made E.g. A change impacting 5 tables should not only include a proposal to change only 3 tables. Includes any changes to references, definitions, and acronyms in the same deliverable.
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The change should include the current and surrounding clauses to clearly show where a change is located and to provide technical context of the proposed change. Additions of complete clauses need not show surrounding clauses as long as the proposed clause number clearly shows where the new clause is proposed to be located.
Multiple changes in a single CR shall be clearly separated by horizontal lines with embedded text such as, start of change 1, end of change 1, start of new clause, end of new clause.
When subsequent changes are made to content of a CR, then the accepted version should not show changes over changes. The accepted version of the CR should only show changes relative to the baseline approved text. 
Introduction
This solution addresses aspects of the Key Issue on Time Synchronization in TR-0026.  This contribution is expanding further on the proposed time synchronization solution involving the definition of new request and response parameters that has been accepted into TR-0026.  
R01
· Investigate if it makes sense to merge Ping and Current Time parameters
· Investigate whether a new oneM2M primitive, Response Type, and/or Result Content value should be defined to optimize Ping request/response handling and improve the accuracy of transit time calculations.
· Remove "local"
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10.9 [bookmark: _Toc532509226]Solution I: Time Synchronization using request and response parameters
10.9.1 [bookmark: _Toc532509227]Solution Description
This solution addresses the time synchronization Key Issue 7 by proposing additional optional message parameters to be added to the oneM2M primitives. 
In this proposal new message parameters can be usedare defined to advertise as well as compare the local current times of a synchronizing CSE and its the entities that communicate with it.  The parameters can be used to share current times, registrees, compute time offsets, and adjust/correct local times of the CSE and/or its registrees such that they remain synchronized with one another.  These message parameters can be included in requests as well as in response messages, originated by the CSE or the entities that communicate with it. originated by the registrees.  
When time synchronization services are enabled, the timing information might be included in all messages exchanged with a given registree, or only in select messages (e.g. one every n seconds or one in every n messages).  This allows providing adequate information for maintaining proper synchronization without introducing unnecessary overhead.   
In this solution a Service Layer Ping message is also proposed, enabling the calculation of network latency for time compensation. In addition, registree entities can request the registrar CSE to perform the time compensation and correction on their behalf.
10.9.2 [bookmark: _Toc532509228]Solution Applicability
This solution applies to Key Issue 7.
10.9.3 [bookmark: _Toc532509229]Solution Details
To implement this solution, the <remoteCSE> and <AE> resource types are proposed to be modified to include a Boolean parameter (e.g. requestedTimeSynchServices attribute). When the attribute is set to TRUE, the registrar CSE is requested to provide time synchronization services to the registree. Note that the <CSEBase> resource type can also be modified to include a parameter (e.g. timeSynchServicesEnabled attribute) to indicate that it can provide these services.When an entity creates a <timeSynchBeacon> resource on a Hosting CSE and configures the timeSynchBeaconCriteria attribute with a value of “Loss of Synchronization”, the entity is requesting that the Hosting CSE monitor the offset between the current time of the entity and the current time of the Hosting CSE to detect if/when there is a delta that exceeds a certain threshold.  To perform this monitoring, the entity must provide its current time on a regular basis to the <timeSynchBeacon> resource Hosting CSE.  To facilitate this exchange, the Current Time request and response parameters are defined as described in Table 10.9.3-1 and 10.9.3-2. 
[bookmark: OLE_LINK7]Table 10.9.3-1: Current Time Request Message Parameter
	Request message parameter
	Operation

	
	Create
	Retrieve
	Update
	Delete
	Notify

	Optional
	Current Time - time value captured and inserted into a request when it is sent by the Originator
	O
	O
	O
	O
	O



Table 10.9.3-2: Current Time Response Message Parameter
	Response message parameter
	Operation

	
	Create
	Retrieve
	Update
	Delete
	Notify

	Optional
	Current Time - time value captured and inserted into a response when it is sent by the Receiver
	O
	O
	O
	O
	O




To implement this solution, several new message parameters are also introduced, as described below:
•	Current Local Time – Local time value captured and inserted into the message before it is sent by any originator.Note based on deployment and implementation use case requirements, the Current Time message parameter can be included in all request and response messages originated by an entity targeted towards a <timeSynchBeacon> resource Hosting CSE, or only in select messages (e.g. one every n seconds or one in every n messages).  This allows providing adequate information for maintaining proper synchronization without introducing unnecessary overhead.   
Note, when an entity creates a <timeSynchBeacon> resource and configures the timeSynchBeaconCriteria attribute with a value of “Periodic”, the exchange of current timing information and the use of Current Time is not required.    
When an entity configures a <timeSynchBeacon> resource with the timeSynchBeaconCriteria attribute set to a value of “Loss of Synchronization”, the Hosting CSE can optionally compute the transit time (i.e. network latency) of messages that flow between itself and the entity.  The Hosting CSE can take this time into account when calculating the offset between the current time of the entity and the current time of the Hosting CSE.  This enables the Hosting CSE to calculate the offset with added precision.   When receiving messages from the entity with the Current Time parameter configured, the Hosting CSE can first adjust this value by the transit time before comparing the value against its own current time and computing an offset.  
To compute the transit time between the entity and the <timeSynchBeacon> resource Hosting CSE, a new Ping (P) operation can be defined in addition to the existing Create (C), Retrieve (R), Update (U), Delete (D), Notify (N) operations.  The <timeSynchBeacon> resource Hosting CSE can use the Ping operation along with a Current Time parameter within requests that it targets towards the pointOfAccess of an entity that created the <timeSynchBeacon> resource.  When the entity receives the Ping request and returns a Ping response, the entity can echo back the value of the Current Time parameter of the Ping request in a Current Time parameter within the Ping response. Upon receiving the Ping response, the <timeSynchBeacon> resource Hosting CSE can compute the round-trip transit time by substracting the value contained in the Current Time parameter of the Ping response from the current time that it received the Ping response message.   


	
	

	
	
	
	
	
	

	
	
	
	
	
	
	




	
	

	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	



Editor’s Note:  It is FFS whether targeting a Ping request towards the pointOfAccess of an entity is optimal or whether defining a new pingURI is required.

•	SL Ping Request  - Flag indicating if the message is a Service Layer ping request 
•	SL Ping Receipt Time- The local time at target when a SL ping request was received. This parameter is sent only in responses to a SL Ping Request, along with the Current Local time at the receiver of the SL ping request. 
•	Updated Time – A time value that is inserted into a message for the purposes of instructing the recipient of the message to change its local time to the value specified. This value should be specified only by a registrar CSE, if requestedTimeSynchServices is enabled.
Note 1:  The time compensation and correction capability of a CSE can take into account the amount of time it takes for a SL message exchanges between the two entities (i.e. the network latency).
Note 2:  The time compensation and correction capability of a CSE can be invoked based on different types of trigger conditions e.g. when the time offset between a registree’s and the CSE local times exceeds a threshold, when the  registree is hosted within a certain network domain or geographical region, etc.  
Note 3:  This solution can be used in conjunction with solution H. The time compensation and correction capability of a CSE can be invoked based on trigger conditions specified by a registree in a <timeSynchBeacon> resource, with timeSynchBeaconCriteria = Loss of synchronization. When the loss of synchronization is detected (based on previous message exchanges, pings, etc.), the registrar CSE sends a message including the updated time parameter.

-----------------------End of change 1-------------------------------------------
[bookmark: _Toc300919392]
-----------------------Start of change 2 -------------------------------------------
The following clauses are duplicates of 10.8 and 10.9 and need to be removed from TR-0026. 
10.10 [bookmark: _Toc532509230]Solution J: Time Synchronisation using beacons
10.10.1 [bookmark: _Toc532509231]Solution Description
This solution addresses Key Issue 7 which highlights that services requiring time-sensitive operations rely on the various Service Layer entities being time-synchronized. 
CSEs can be configured by one or more registrees to send SL beacon messages to be used by themselves and /or other SL registrees. The beacons can be customized to be sent at specific frequencies (e.g. every 5 minutes) or in response to customized conditions or events (e.g. certain synchronization offset has been exceeded), and the settings can be specified by one or more registrees.   
Time synchronization beacon messages contain information such as the local time of the originator of the beacon and other coordination scheduling information e.g. information used by receivers to program their sleep and low power schedules.
The solution relies upon the following elements:
1. CSEs advertise their capability of providing time synchronization beacons, e.g. by supporting a dedicated <timeSynchBeacon> resource at the<CSEBase>. 
2. AEs and CSEs provide information during registration about the synchronization services requested, for example: beacon interval, target(s), beacon criteria, desired accuracy, registree’s time precision.
The CSE providing time synchronization services can provide accepted values (e.g. for beacon interval, targets, criteria and accuracy) with the response.
3. The CSE provides a message with the time-synchronization information (beacon message) based on the configured parameters. The message includes: originator CSE-ID, target, CSE time, beacon event. The beacon can include a non-cacheable flag, indicating that the message should be discarded if a registree is not available, in order to avoid synchronizations with out of date beacons.  The beacon can also include a parameter indicating the number of hops the beacon is allowed to propagate in order to avoid flooding.
4. The beacon receiver can extract a CSE Time component, compare it against the local time and an offset is computed.  The offset can then be used to synchronize the local time to the local time of the beacon originator.

Note: This solution allows for several options which are FFS:
· Allowing for cases where a hosting CSE provides synchronization services based on more than one <timeSynchBeacon> resource.
· Allowing for each <timeSynchBeacon> resource to be created and managed by the hosting CSE only. These operations can take into consideration information provided by other entities, as described in 2. Above.
· Allowing <timeSynchBeacon> resources to be created at a hosting CSE by entities requesting synchronization services. The hosting CSE uses local policies to accept these requests, then provides the requested service.

Editor’s note: Beacon delivery over multiple hops should be investigated further.
10.10.2 [bookmark: _Toc532509232]Solution Applicability
This solution applies to Key Issue 7
10.10.3 [bookmark: _Toc532509233]Solution Details
To implement this solution, the new <timeSynchBeacon> resource type needs to be introduced, as described in Table 10.10.3‑1. Existing resource types <CSEBase> and <AE> can be modified to include <timeSynchBeacon> as optional child resources. 
[bookmark: _Ref520391280]Table 10.10.3‑1: <timeSynchBeacon> Resource Attributes
	New Attributes
	Multiplicity
	RW/
RO/
WO
	Description

	timeSynchBeaconInterval
	0..1
	RW
	Frequency of the beacon, used for the periodic timeSynchBeaconCriteria

	timeSynchBeaconTargetList
	0..1 (l)
	RW
	Targets for the beacons specified as a list of oneM2M pointOfAccess attributes

	timeSynchBeaconCriteria
	0..1
	RW
	Criteria for the beacon generation.  For example: 
· Periodic 
· Loss of Synchronization – Beacon is sent as a result of a detection in a loss of synchronization exceeding a defined threshold and between the CSE issuing the beacon and one or more registrees. 



Editor’s note: Mechanisms for detection of loss of synchronization need to be clarified.
10.11 [bookmark: _Toc532509234]Solution K: Time Synchronization using request and response parameters
10.11.1 [bookmark: _Toc532509235]Solution Description
This solution addresses the time synchronization Key Issue 7 by proposing additional optional message parameters to be added to the oneM2M primitives. 
In this proposal new message parameters can be used to advertise as well as compare the local times of a synchronizing CSE and its registrees, compute offsets, and adjust local times of the CSE and/or its registrees such that they remain synchronized with one another.  These message parameters can be included in requests as well as in response messages, originated by the CSE or originated by the registrees.  
When time synchronization services are enabled, the timing information might be included in all messages exchanged with a given registree, or only in select messages (e.g. one every n seconds or one in every n messages). This allows providing adequate information for maintaining proper synchronization without introducing unnecessary overhead.   
In this solution a Service Layer Ping message is also proposed, enabling the calculation of network latency for time compensation. In addition, registree entities can request the registrar CSE to perform the time compensation and correction on their behalf.
10.11.2 [bookmark: _Toc532509236]Solution Applicability
This solution applies to Key Issue 7.
10.11.3 [bookmark: _Toc532509237]Solution Details
To implement this solution, the <remoteCSE> and <AE> resource types are proposed to be modified to include a Boolean parameter (e.g. requestedTimeSynchServices attribute). When the attribute is set to TRUE, the registrar CSE is requested to provide time synchronization services to the registree. Note that the <CSEBase> resource type can also be modified to include a parameter (e.g. timeSynchServicesEnabled attribute) to indicate that it can provide these services.
To implement this solution, several new message parameters, along with existing ones, are used, as described below:
•	Originating Local Time – Local time value captured at the M2M Node and inserted into the message before it is sent by any originator.
•	SL Ping Request  - Flag indicating if the message is a Service Layer ping request 
•	SL Ping Receipt Time- The local time at target when a SL ping request was received. This parameter is sent only in responses to a SL Ping Request, along with the Current Local Time at the receiver of the SL ping request. 
•	Updated Time – A time value that is inserted into a message for the purposes of instructing the recipient of the message to change its local time to the value specified. This value should be specified only by a registrar CSE, if requestedTimeSynchServices is enabled.
Note 1:  The time compensation and correction capability of a CSE can take into account the amount of time it takes for a SL message exchanges between the two entities (i.e. the network latency).
Note 2:  The time compensation and correction capability of a CSE can be invoked based on different types of trigger conditions e.g. when the time offset between a registree’s and the CSE local times exceeds a threshold, when the  registree is hosted within a certain network domain or geographical region, etc.  
Note 3:  This solution can be used in conjunction with solution H. The time compensation and correction capability of a CSE can be invoked based on trigger conditions specified by a registree in a <timeSynchBeacon> resource, with timeSynchBeaconCriteria = Loss of synchronization. When the loss of synchronization is detected (based on previous message exchanges, pings, etc.), the registrar CSE sends a message including the updated time parameter.

-----------------------End of change 2-------------------------------------------
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