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7.4 Key Issue X: Dynamic Service Instantiation 
Editor’s Note: Each Key Issue description references either optimization scenarios (section 7.2), use-cases from one of the relevant TRs (e.g. TR-0001, TR-0018, TR-0026, etc.) or requirements (TS-0002) and concludes with a succinct statement defining the issue.

Compared to cloud deployments, compute resources within Fog/Edge deployments can be more limited.  As a result, scaling a Fog/Edge based system requires the capability to manage (e.g. add, remove, activate, deactivate) the services offered by the service layers hosted on Fog/Edge nodes in a more dynamic fashion such that the utilization of these limited compute resources can be optimized and the service requirements of the clients (e.g. applications) using these services can still be met.  Based on the service requirements of the clients using the services of a service layer hosted on a Fog/Edge node and the available compute resources of a Fog/Edge node, different services may need to be dynamically added or removed or activated or deactivated such that the proper balance is achieved between availability of the desired set of services and not overloading the compute resources of a Fog/Edge node.  At the same time mechanisms addressing inter-dependencies between services are necessary in order to ensure minimum adverse impacts of these system dynamics, e.g. when components are removed/changed. When new services are added to a service layer, configuration updates may result in overhead operations or service disruptions instead of a desired plug-and-play experience. 
Currently there is a lack of capability in the oneM2M system to dynamically add, remove, activate and deactivate services within a service layer hosted on a given node.  Further, the capability to dynamically add, remove, activate and deactivate services within a service layer hosted on a given node based on factors such as the service requirements of service subscribers or registrees and/or factors such as the available compute or communication resources of a node are also lacking.    
With the above consideration, the following Key Issues may be summarized:
· Dynamically adding/instantiating and managing new services in the service layer may impact system functionality and the ability to deliver services.
· Lack of support for managing service instantiation or updates based on various factors such as service requirements, node availability, and service dependencies.
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