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## Introduction

Table 9.6.8-2: Attributes of *<subscription>* resource

| Attributes of *<subscription>* | Multiplicity | RW/RO/WO | Description |
| --- | --- | --- | --- |
| *resourceType* | 1 | RO | See clause 9.6.1.3. |
| *resourceID* | 1 | RO | See clause 9.6.1.3. |
| *resourceName* | 1 | WO | See clause 9.6.1.3. |
| *parentID* | 1 | RO | See clause 9.6.1.3. |
| *expirationTime* | 1 | RW | See clause 9.6.1.3. |
| *creationTime* | 1 | RO | See clause 9.6.1.3. |
| *lastModifiedTime* | 1 | RO | See clause 9.6.1.3. |
| *labels* | 0..1 (L) | RW | See clause 9.6.1.3. |
| *accessControlPolicyIDs* | 0..1 (L) | RW | See clause 9.6.1.3. |
| *dynamicAuthorizationConsultationIDs* | 0..1 (L) | RW | See clause 9.6.1.3. |
| *creator* | 0..1 | WO | See clause 9.6.1.3. |
| *eventNotificationCriteria* | 0..1 | RW | This attribute (notification policy) indicates the event criteria for which a notification is to be generated. When no *eventNotificationCriteria* attribute is present in a <*subscription*> resource, the Hosting CSE shall trigger notifications for this subscription when any of the attributes of the subscribed-to resource is modified. |
| *expirationCounter* | 0..1 | RW | This attribute (notification policy) indicates that the subscriber wants to set the life of this subscription to a limit of a maximum number of notifications. When the number of notifications sent reaches the count of this counter, the *<subscription>* resource shall be deleted, regardless of any other policy. |
| *notificationURI* | 1 (L) | RW | This attribute shall be configured as a list consisting of one or more targets that the Hosting CSE shall send notifications to. A target shall be formatted as a oneM2M compliant Resource-ID as defined in clause 7.2 or as an identifier compliant with a oneM2M supported protocol binding (e.g. http, coap, mqtt). If a target is formatted as a oneM2M compliant Resource-ID, then the target shall be formatted as a structured or unstructured CSE-Relative-Resource-ID, SP-Relative-Resource-ID, and/or Absolute-Resource-ID of an <*AE*> or <CSEBase> resource. A Hosting CSE shall use this information to determine proper pointOfAccess, requestReqchability and/or pollingChannel information needed to send a notification to the target. The following is an example.* /CSE0001/AE0001

For a target that is formatted as an identifier compliant with a oneM2M supported protocol binding, the details of this format are defined by the respective oneM2M protocol specification. The following is an example of an HTTP URI compliant with oneM2M HTTP protocol binding.* https://172.25.30.25:7000/notification/handler

For a subscription to a <fanoutpoint> resource, if <subscription> resource in request contains a notificationForwardingURI, then the group hosting CSE shall configure the *notificationURI* of the fanout subscription request with an address specified by the Group Hosting CSE that can be used by the Group Hosting CSE to receive aggregated notifications. A notification serialization type may be appended to each notification target configured in this list. The Hosting CSE shall serialize notifications and send it to a notification target based on this serialization type indicator. Possible serialization types are defined in the TS-0004 [3] (e.g. XML, JSON or CBOR). If a notification serialization type is not appended to a notification target, a default shall apply based on the Hosting CSE local policy. The syntax for appending a serializatino type to a notification target shall use the “?” delimiter character as shown in the below examples.* http://mydomain/notificationHandler?ct=json
* CSE02/base/ae2?ct=xml
 |
| *groupID* | 0..1 | RW | The ID of a *<group>* resource in case the subscription is made through a group. This attribute may be used in the ***Filter Criteria*** to discover all subscription resources created via a <fanOutPoint> resource to a specific groupID. |
| *notificationForwardingURI* | 0..1(L) | RW | The attribute shall be present only for group related subscriptions. If the subscriber intends the Group Hosting CSE to aggregate the notifications, the attribute shall be set identical to the *notificationURI* attribute. It shall be used by Group Hosting CSE for forwarding aggregated notifications. See clauses 10.2.7.10 and 10.2.7.11. |
| *batchNotify* | 0..1 | RW | This attribute (notification policy) indicates that the subscription originator wants to receive batches of notifications rather than receiving them one at a time. This attribute includes: the number of notifications to be batched for delivery and the duration. When only the number is specified by the subscription originator, the Hosting CSE shall set the default duration given by M2M Service Provider. If *batchNotify* is used simultaneously with *latestNotify*, only the latest notification shall be sent and have the ***Event Category*** set to "latest". |
| *rateLimit* | 0..1 | RW | This attribute (notification policy) indicates that the subscriber wants to limit the rate at which it receives notifications. This attribute expresses the subscriber's notification policy and includes two values: a maximum number of events that may be sent within some duration, and the *rateLimit* window duration. When the number of generated notifications within the *rateLimit* window duration exceeds the maximum number, notification events are temporarily stored, until the end of the window duration, when the sending of notification events restarts in the next window duration. The sending of notification events continues as long as the maximum number of notification events is not exceeded during the window duration. The *rateLimit* policy may be used simultaneously with other notification policies. |
| *preSubscriptionNotify* | 0..1 | WO | This attribute (notification policy) indicates that the subscriber wants to be sent notifications for events that were generated prior to the creation of this subscription. This attribute has a value of the number of prior notification events requested. If up-to-date caching of retained events is supported on the Hosting CSE and contains the subscribed events, then prior notification events will be sent up to the number requested. The *preSubscriptionNotify* policy may be used simultaneously with any other notification policy. |
| *pendingNotification* | 0..1 | RW | This attribute (notification policy), if set, indicates how missed notifications due to a period of no connectivity are handled (according to the reachability and notification schedules). The possible values for *pendingNotification are*:* "sendLatest";
* "sendAllPending".

This policy depends upon caching of retained notifications on the hosted CSE. When this attribute is set to "sendLatest", only the last notification shall be sent and it shall have the ***Event Category*** set to "latest". If this attribute is not present, the Hosting CSE sends no missed notifications. This policy applies to all notifications regardless of the selected delivery policy (*batchNotify*, *latestNotify*, etc.) Note that unreachability due to reasons other than scheduling is not covered by this policy. |
| *notificationStoragePriority* | 0..1 | RW | Indicates that the subscriber wants to set a priority for this subscription relative to other subscriptions belonging to this same subscriber. This attribute sets a number within the priority range. When storage of notifications exceeds the allocated size, this policy is used as an input with the storage congestion policy (*notificationCongestionPolicy*) specified in clause 9.6.3 to determine which stored and generated notifications to drop and which ones to retain. |
| *latestNotify* | 0..1 | RW | This attribute (notification policy) indicates if the subscriber wants only the latest notification. If multiple notifications of this subscription are buffered, and if the value of this attribute is set to true, then only the last notification shall be sent and it shall have the ***Event Category*** value set to "latest". |
| *notificationContentType* | 1 | RW | Indicates a notification content type that shall be contained in notifications. The allowed values are:* "modified attributes";
* "all attributes";
* "ID" of the resource indicated in the *notificationEventType* condition.
* Trigger Payload
* For a list of the default and allowed values of *notificationContentType* for each of the supported values of *notificationEventType* refer to Table 9.6.8-4.
 |
| *notificationEventCat* | 0..1 | RW | This attribute (notification policy) indicates the subscriber's requested ***Event Category*** to be used for notification messages generated by this subscription. |
| *subscriberURI* | 0..1 | WO | This attribute shall be configured with the target of the subscriber. The target is used by the Hosting CSE to determine where to send a notification when the subscription is deleted. A target shall be formatted as a oneM2M compliant Resource-ID as defined in clause 7.2 or as an identifier compliant with one of the oneM2M supported protocol bindings (the detailed format of which are defined by each respective oneM2M protocol binding specification). |
| *associatedCrossResourceSub* | 0..1 | RW | This attribute lists *the identifier of <crossResourceSubscription>* resources where this *<subscription>* is involved in.  |

*notificationForwardingURI* attribute is of the type list as represented by 0.. 1(L). But in TS-004,

Table 7.4.8.1‑1: Resource Specific Attributes of <subscription> resource

|  |  |  |  |
| --- | --- | --- | --- |
| Attribute Name | Request Optionality  | Data Type | Default Value and Constraints |
| Create | Update |  |  |
| *eventNotificationCriteria* | O | O | m2m:eventNotificationCriteria  | Default behaviour is notification on Update\_of\_Resource |
| *expirationCounter* | O | O | xs:positiveInteger | No default |
| *notificationURI* | M | O | list of xs:anyURI | No defaultIn this value, it may contain notification serialization type (i.e. xml, json, cbor) per target. This shall be applied only for the URL formatted target (c.f. resource ID). When the type is set, only one type indication shall be appended in the target as the key-value format with delimiter “?”,. If the value already contains “?” character for application queries, the type information shall be appended with “&”. The key shall be “ct” (content serialization type). Note that this serialization type is in lower cases.Examples: http://mydomain/notificationHandler?ct=jsonhttp://mydomain/notificationHandler?q=true&ct=json |
| *groupID* | O | O | xs:anyURI | No default |
| *notificationForwardingURI* | O | O | xs:anyURI | No default |
| *batchNotify* | O | O | m2m:batchNotify | No default |
| *rateLimit* | O | O | m2m:rateLimit | No default |
| *preSubscriptionNotify* | O | NP | xs:positiveInteger | No default |
| *pendingNotification* | O | O | m2m:pendingNotification | No default |
| *notificationStoragePriority* | O | O | xs:positiveInteger | No default |
| *latestNotify* | O | O | xs:boolean | No default |
| *notificationContentType* | O | O | m2m:notificationContentType | Default value is set to ‘all attributes' |
| *notificationEventCat* | O | O | m2m:eventCat | No default |
| *subscriberURI* | O | NP | xs:anyURI | No default |
| *associatedCrossResourceSub* | O | O | m2m:resourceList  | No default. This attribute shall only be modified by a <crossResourceSubscription> Hosting CSE. described in 7.4.58 |

as described in the above table, data type for this attribute is xs:anyURI. This CR proposes to change its data type to list of xs:anyURI in TS-0004 as well as in XSD.

### -----------------------Start of change 1-------------------------------------------

Table 7.4.8.1‑1: Resource Specific Attributes of <subscription> resource

|  |  |  |  |
| --- | --- | --- | --- |
| Attribute Name | Request Optionality  | Data Type | Default Value and Constraints |
| Create | Update |  |  |
| *eventNotificationCriteria* | O | O | m2m:eventNotificationCriteria  | Default behaviour is notification on Update\_of\_Resource |
| *expirationCounter* | O | O | xs:positiveInteger | No default |
| *notificationURI* | M | O | list of xs:anyURI | No defaultIn this value, it may contain notification serialization type (i.e. xml, json, cbor) per target. This shall be applied only for the URL formatted target (c.f. resource ID). When the type is set, only one type indication shall be appended in the target as the key-value format with delimiter “?”,. If the value already contains “?” character for application queries, the type information shall be appended with “&”. The key shall be “ct” (content serialization type). Note that this serialization type is in lower cases.Examples: http://mydomain/notificationHandler?ct=jsonhttp://mydomain/notificationHandler?q=true&ct=json |
| *groupID* | O | O | xs:anyURI | No default |
| *notificationForwardingURI* | O | O | list of xs:anyURI | No default |
| *batchNotify* | O | O | m2m:batchNotify | No default |
| *rateLimit* | O | O | m2m:rateLimit | No default |
| *preSubscriptionNotify* | O | NP | xs:positiveInteger | No default |
| *pendingNotification* | O | O | m2m:pendingNotification | No default |
| *notificationStoragePriority* | O | O | xs:positiveInteger | No default |
| *latestNotify* | O | O | xs:boolean | No default |
| *notificationContentType* | O | O | m2m:notificationContentType | Default value is set to ‘all attributes' |
| *notificationEventCat* | O | O | m2m:eventCat | No default |
| *subscriberURI* | O | NP | xs:anyURI | No default |
| *associatedCrossResourceSub* | O | O | m2m:resourceList  | No default. This attribute shall only be modified by a <crossResourceSubscription> Hosting CSE. described in 7.4.58 |

### -----------------------End of change 1---------------------------------------------

### -----------------------Start of change 2-------------------------------------------

##### <xs:schema xmlns="http://www.w3.org/2001/XMLSchema" targetNamespace="http://www.onem2m.org/xml/protocols"

 xmlns:m2m="http://www.onem2m.org/xml/protocols" elementFormDefault="unqualified" xmlns:xs="http://www.w3.org/2001/XMLSchema">

 <xs:include schemaLocation="CDT-commonTypes-v2\_21\_0.xsd" />

 <xs:include schemaLocation="CDT-schedule-v2\_21\_0.xsd" />

 <xs:include schemaLocation="CDT-notificationTargetMgmtPolicyRef-v2\_21\_0.xsd" />

 <xs:element name="subscription" substitutionGroup="m2m:sg\_regularResource">

 <xs:complexType>

 <xs:complexContent>

 <!-- Inherit common attributes from RegularResource Type -->

 <xs:extension base="m2m:regularResource">

 <xs:sequence>

 <!-- Common Attribute, specific to <container>, <contentInstance>, <request> and <delivery> and other resources -->

 <xs:element name="creator" type="m2m:ID" minOccurs="0" />

 <!-- Resource Specific Attributes -->

 <xs:element name="eventNotificationCriteria" type="m2m:eventNotificationCriteria" minOccurs="0" />

 <xs:element name="expirationCounter" type="xs:positiveInteger" minOccurs="0" />

 <xs:element name="notificationURI" type="m2m:listOfURIs" />

 <xs:element name="groupID" type="xs:anyURI" minOccurs="0" />

 <xs:element name="notificationForwardingURI" type="m2m:listOfURIs " minOccurs="0" />

 <xs:element name="batchNotify" type="m2m:batchNotify" minOccurs="0" />

 <xs:element name="rateLimit" type="m2m:rateLimit" minOccurs="0" />

 <xs:element name="preSubscriptionNotify" type="xs:positiveInteger" minOccurs="0" />

 <xs:element name="pendingNotification" type="m2m:pendingNotification" minOccurs="0" />

 <xs:element name="notificationStoragePriority" type="xs:positiveInteger" minOccurs="0" />

 <xs:element name="latestNotify" type="xs:boolean" minOccurs="0" />

 <xs:element name="notificationContentType" type="m2m:notificationContentType" />

 <xs:element name="notificationEventCat" type="m2m:eventCat" minOccurs="0" />

 <xs:element name="subscriberURI" type="xs:anyURI" minOccurs="0" />

 <!-- Child Resources -->

 <xs:choice minOccurs="0" maxOccurs="1">

 <xs:element name="childResource" type="m2m:childResourceRef" minOccurs="1" maxOccurs="unbounded" />

 <xs:choice minOccurs="1" maxOccurs="unbounded">

 <xs:element ref="m2m:schedule" />

 <xs:element ref="m2m:notificationTargetMgmtPolicyRef" />

 </xs:choice>

 </xs:choice>

 </xs:sequence>

 </xs:extension>

 </xs:complexContent>

 </xs:complexType>

 </xs:element>

 <xs:complexType name="eventNotificationCriteria">

 <xs:sequence>

 <xs:element name="createdBefore" type="m2m:timestamp" minOccurs="0" />

 <xs:element name="createdAfter" type="m2m:timestamp" minOccurs="0" />

 <xs:element name="modifiedSince" type="m2m:timestamp" minOccurs="0" />

 <xs:element name="unmodifiedSince" type="m2m:timestamp" minOccurs="0" />

 <xs:element name="stateTagSmaller" type="xs:positiveInteger" minOccurs="0" />

 <xs:element name="stateTagBigger" type="xs:nonNegativeInteger" minOccurs="0" />

 <xs:element name="expireBefore" type="m2m:timestamp" minOccurs="0" />

 <xs:element name="expireAfter" type="m2m:timestamp" minOccurs="0" />

 <xs:element name="sizeAbove" type="xs:nonNegativeInteger" minOccurs="0" />

 <xs:element name="sizeBelow" type="xs:positiveInteger" minOccurs="0" />

 <xs:element name="operationMonitor" type="m2m:operation" minOccurs="0" maxOccurs="5" />

 <xs:element name="attribute" type="m2m:attributeList" minOccurs="0" maxOccurs="1" />

 <xs:element name="notificationEventType" type="m2m:notificationEventType" minOccurs="0" maxOccurs="5" />

 <xs:element name="missingData" type="m2m:missingData" minOccurs="0" />

 <xs:element name="filterOperation" type="m2m:filterOperation" minOccurs="0" />

 </xs:sequence>

 </xs:complexType>

 <xs:complexType name="batchNotify">

 <xs:sequence>

 <xs:element name="number" type="xs:nonNegativeInteger" minOccurs="0" />

 <xs:element name="duration" type="xs:duration" minOccurs="0" />

 </xs:sequence>

 </xs:complexType>

 <xs:complexType name="rateLimit">

 <xs:sequence>

 <xs:element name="maxNrOfNotify" type="xs:nonNegativeInteger" minOccurs="0" />

 <xs:element name="timeWindow" type="xs:duration" minOccurs="0" />

 </xs:sequence>

 </xs:complexType>

</xs:schema>

### -----------------------End of change 2---------------------------------------------
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