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Introduction
Currently, group related subscription proposes for an originator to set nfURI identical to nURI to indicate aggregatedNotification. But this is an overhead for an application, an application can just include it with an empty value to indicate that it wants aggregation while CSE in turn can set its value to nURI on finding the presence of attribute in request.
-----------------------Start of change 1-------------------------------------------
Table 9.6.8-2: Attributes of <subscription> resource
	Attributes of <subscription>
	Multiplicity
	RW/
RO/
WO
	Description

	resourceType
	1
	RO
	See clause 9.6.1.3.

	resourceID
	1
	RO
	See clause 9.6.1.3.

	resourceName
	1
	WO
	See clause 9.6.1.3.

	parentID
	1
	RO
	See clause 9.6.1.3.

	expirationTime
	1
	RW
	See clause 9.6.1.3.

	creationTime
	1
	RO
	See clause 9.6.1.3.

	lastModifiedTime
	1
	RO
	See clause 9.6.1.3.

	labels
	0..1 (L)
	RW
	See clause 9.6.1.3.

	accessControlPolicyIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.



	dynamicAuthorizationConsultationIDs
	0..1 (L)
	RW
	See clause 9.6.1.3.

	creator
	0..1
	WO
	See clause 9.6.1.3.

	eventNotificationCriteria
	0..1
	RW
	This attribute (notification policy) indicates the event criteria for which a notification is to be generated. When no eventNotificationCriteria attribute is present in a <subscription> resource, the Hosting CSE shall trigger notifications for this subscription when any of the attributes of the subscribed-to resource is modified.

	expirationCounter
	0..1
	RW
	This attribute (notification policy) indicates that the subscriber wants to set the life of this subscription to a limit of a maximum number of notifications. When the number of notifications sent reaches the count of this counter, the <subscription> resource shall be deleted, regardless of any other policy.

	notificationURI
	1 (L)
	RW
	This attribute shall be configured as a list consisting of one or more targets that the Hosting CSE shall send notifications to. A target shall be formatted as a oneM2M compliant Resource-ID as defined in clause 7.2 or as an identifier compliant with a oneM2M supported protocol binding (e.g. http, coap, mqtt). 
If a target is formatted as a oneM2M compliant Resource-ID, then the target shall be formatted as a structured or unstructured CSE-Relative-Resource-ID, SP-Relative-Resource-ID, and/or Absolute-Resource-ID of an <AE> or <CSEBase> resource. A Hosting CSE shall use this information to determine proper pointOfAccess, requestReqchability and/or pollingChannel information needed to send a notification to the target. The following is an example.
/CSE0001/AE0001
For a target that is formatted as an identifier compliant with a oneM2M supported protocol binding, the details of this format are defined by the respective oneM2M protocol specification. The following is an example of an HTTP URI compliant with oneM2M HTTP protocol binding.
https://172.25.30.25:7000/notification/handler
For a subscription to a <fanoutpoint> resource, if <subscription> resource in request contains a notificationForwardingURI, then the group hosting CSE shall configure the notificationURI of the fanout subscription request with an address specified by the Group Hosting CSE that can be used by the Group Hosting CSE to receive aggregated notifications. 

A notification serialization type may be appended to each notification target configured in this list. The Hosting CSE shall serialize notifications and send it to a notification target based on this serialization type indicator. Possible serialization types are defined in the TS-0004 [3] (e.g. XML, JSON or CBOR). If a notification serialization type is not appended to a notification target, a default shall apply based on the Hosting CSE local policy. The syntax for appending a serializatino type to a notification target shall use the “?” delimiter character as shown in the below examples.
http://mydomain/notificationHandler?ct=json
CSE02/base/ae2?ct=xml

	groupID
	0..1
	RW
	The ID of a <group> resource in case the subscription is made through a group. This attribute may be used in the Filter Criteria to discover all subscription resources created via a <fanOutPoint> resource to a specific groupID.

	notificationForwardingURI
	0..1(L)
	RW
	The attribute shall be present only for group related subscriptions. If the subscriber intends the Group Hosting CSE to aggregate the notifications, the attribute shall be included with an empty value. set identical to the notificationURI attribute. It shall be used by Group Hosting CSE for forwarding aggregated notifications. See clauses 10.2.7.10 and 10.2.7.11.


	batchNotify
	0..1
	RW
	This attribute (notification policy) indicates that the subscription originator wants to receive batches of notifications rather than receiving them one at a time. This attribute includes: the number of notifications to be batched for delivery and the duration. When only the number is specified by the subscription originator, the Hosting CSE shall set the default duration given by M2M Service Provider. 
If batchNotify is used simultaneously with latestNotify, only the latest notification shall be sent and have the Event Category set to "latest".

	rateLimit
	0..1
	RW
	This attribute (notification policy) indicates that the subscriber wants to limit the rate at which it receives notifications. This attribute expresses the subscriber's notification policy and includes two values: a maximum number of events that may be sent within some duration, and the rateLimit window duration. When the number of generated notifications within the rateLimit window duration exceeds the maximum number, notification events are temporarily stored, until the end of the window duration, when the sending of notification events restarts in the next window duration. The sending of notification events continues as long as the maximum number of notification events is not exceeded during the window duration. The rateLimit policy may be used simultaneously with other notification policies.

	preSubscriptionNotify
	0..1
	WO
	This attribute (notification policy) indicates that the subscriber wants to be sent notifications for events that were generated prior to the creation of this subscription. This attribute has a value of the number of prior notification events requested. If up-to-date caching of retained events is supported on the Hosting CSE and contains the subscribed events, then prior notification events will be sent up to the number requested. The preSubscriptionNotify policy may be used simultaneously with any other notification policy.

	pendingNotification
	0..1
	RW
	This attribute (notification policy), if set, indicates how missed notifications due to a period of no connectivity are handled (according to the reachability and notification schedules). The possible values for pendingNotification are:
"sendLatest";
"sendAllPending".
This policy depends upon caching of retained notifications on the hosted CSE. When this attribute is set to "sendLatest", only the last notification shall be sent and it shall have the Event Category set to "latest". If this attribute is not present, the Hosting CSE sends no missed notifications. This policy applies to all notifications regardless of the selected delivery policy (batchNotify, latestNotify, etc.) Note that unreachability due to reasons other than scheduling is not covered by this policy.

	notificationStoragePriority
	0..1
	RW
	Indicates that the subscriber wants to set a priority for this subscription relative to other subscriptions belonging to this same subscriber. This attribute sets a number within the priority range. When storage of notifications exceeds the allocated size, this policy is used as an input with the storage congestion policy (notificationCongestionPolicy) specified in clause 9.6.3 to determine which stored and generated notifications to drop and which ones to retain.

	latestNotify
	0..1
	RW
	This attribute (notification policy) indicates if the subscriber wants only the latest notification. If multiple notifications of this subscription are buffered, and if the value of this attribute is set to true, then only the last notification shall be sent and it shall have the Event Category value set to "latest".

	notificationContentType
	1
	RW
	Indicates a notification content type that shall be contained in notifications. The allowed values are:
"modified attributes";
"all attributes";
"ID" of the resource indicated in the notificationEventType condition.
Trigger Payload
[bookmark: _Hlk6466489]For a list of the default and allowed values of notificationContentType for each of the supported values of notificationEventType refer to Table 9.6.8-4.

	notificationEventCat

	0..1
	RW
	This attribute (notification policy) indicates the subscriber's requested Event Category to be used for notification messages generated by this subscription.

	subscriberURI
	0..1
	WO
	This attribute shall be configured with the target of the subscriber. The target is used by the Hosting CSE to determine where to send a notification when the subscription is deleted. A target shall be formatted as a oneM2M compliant Resource-ID as defined in clause 7.2 or as an identifier compliant with one of the oneM2M supported protocol bindings (the detailed format of which are defined by each respective oneM2M protocol binding specification).

	associatedCrossResourceSub
	0..1
	RW
	This attribute lists the identifier of <crossResourceSubscription> resources where this <subscription> is involved in. 



            -----------------------End of change 1---------------------------------------------
-----------------------Start of change 2---------------------------------------------
Subscribe and Un-Subscribe <fanOutPoint> of a group
This procedure shall be used for receiving information about modifications of all member resources belonging to an existing <group> resource.
Table 10.2.7.10-1: <fanOutPoint> Subscribe/Un-subscribe
	<fanOutPoint> Subscribe/Un-subscribe

	Associated Reference Point
	Mca, Mcc and Mcc'

	Information in Request message
	From: Identifier of the AE or CSE that initiates the request
To: The address of the <fanOutPoint> resource appended with the ID of the <subscription> resource to be created
Group Request Identifier: The group request identifier

	Processing at Originator before sending Request
	The Originator shall request to create a subscription resource under all member resources belonging to an existing <group> resource by using a CREATE operation. The request may address the virtual child resource <fanOutPoint> of the specific <group> resource of a group Hosting CSE. The request may also address the address that results from appending a relative address to the <fanOutPoint> in order to create the corresponding subscription to the resource represented by the relative address with respect to all member resources. In both cases the targeted resource shall the parent of the newly created <subscription> resource(s). The request shall include  notificationForwardingURI attribute if the Originator wants the group Hosting CSE to aggregate the notifications. The request shall include the required information and may include the optional information as described in subscription management clause 10.2.10. The Originator may be an AE or a CSE

	Processing at Group Hosting CSE
	The <group> Hosting CSE shall:
Check if the Originator has CREATE privilege in the <accessControlPolicy> resource referenced by the membersAccessControlPolicyIDs in the group resource. In the case membersAccessControlPolicyIDs is not provided the access control policy defined for the group resource shall be used
If the subscription resource in the request contains an notificationForwardingURI attribute, assign a URI to replace the notificationURI of the subscription resource which will be used to receive notifications from member hosting CSEs. The ID of the <group> resource shall be set to the groupID attribute of the <subscription> resource. The group Hosting CSE shall maintain the mapping of the generated notificationURI and the former notificationURI
1. Upon successful validation, obtain the IDs of all member resources from the
attribute membersIDs of the addressed <group> resource
1. Generate fan out requests addressing the obtained address (appended with
the relative address if any) to the member hosting CSEs as indicated in figure
10.2.7.1-1. From parameter in the request is set to ID of the Originator from
the request from the original Originator
If the group Hosting CSE determines that multiple members resources belong to one CSE according to the IDs of the member resources, it may converge the requests accordingly before sending out. This may be accomplished by the <group> Hosting CSE creating a <group> resource on the members Hosting CSE to collect all the members on that members Hosting CSE
After receiving the responses from the member hosting CSEs, respond to the Originator with the aggregated results and the associated members list


	Processing at Member Hosting CSE
	For the subscribe/un-subscribe procedure, the Members Hosting CSE shall treat the request received from the group Hosting CSE as a normal SUBSCRIBE request on the addressed member resource as if it comes from the original Originator. Therefore the members Hosting CSE shall:
1. Check if the request has a group request identifier. Check if the group request
identifier is contained in the requested identifier stored locally. If match is
found, ignore the current request and respond an error. If no match is found,
locally store the group request identifier until the expiration of the request expiration time or local policy
Check if the original Originator has the READ permission on the members resource
Upon successful validation, perform the subscribe procedures for the corresponding type of member resource as described in clause 10.2.10
Send the corresponding response to the group Hosting CSE

	Information in Response message
	Converged responses from member hosting CSEs

	Processing at Originator after receiving Response
	None

	Exceptions
	Same request with identical request identifier received
Originator does not have the access control privilege to access the <fanOutPoint> resource



Un-subscribing to the members of a <group> resource uses the “Delete <fanOutPoint>” procedure defined in 10.2.7.9.  
A typical example of how the subscription is established is as follows. The Originator is creating subscription resource on Member-1 resource, Member-2 resource and Member-3 resource. Member-2 resource and Member-3 resource are members of Group-2 resource. Member-1 resource and Group-2 resource are members of Group-1 resource. In this case, Group-2 resource is the sub-group of Group-1 resource.
 (
Originator
Group-1
Member-1
Group-2
Member-2
Member-3
<subscription>
notificationURI
 = 
address-1
notificationForwardingURI = 
address-1
<subscription>
notificationURI
 = 
address-2
notificationForwardingURI = 
address-1
<subscription>
notificationURI
 = 
address-3
notificationForwardingURI = 
address-1
)

Figure 10.2.7.10-1: Example of subscription through group
Originator sends the <subscription> resource creation request to <fanOutPoint> of Group-1 resource. The Originator intends the Group-1 Hosting CSE to aggregate the notifications, thus, the Originator includessets the notificationForwardingURI alongidentical with notificationURI which is address-1 which is the address where the notification is supposed to be sent.
On receiving the request, the Group-1 Hosting CSE fans out the <subscription> creation request to address Member-1 resource and <fanOutPoint> resource of Group-2 resource. As notificationForwardingURI is set by the Originator, the Group-1 Hosting CSE allocates address-2 to receive aggregated notifications and put address-2 in the notificationURI of <subscription> resource to be fanned out.
On receiving the request, the Group-2 Hosting CSE fans out the <subscription> creation request to address Member-2 resource and Member-3 resource. As notificationForwardingURI is set, the Group-2 Hosting CSE allocates address-3 to receive aggregated notifications and put address-3 in the notificationURI of <subscription> resource to be fanned out. The mapping between address-2 and address-3 is maintained by the Group-2 Hosting CSE.
On receiving the request by any of the Member Hosting CSE, <subscription> resource is created.
-----------------------End of change 2---------------------------------------------
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