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Introduction

This CR proposes to update Edge/ Fog related terminology based on agreed contribution “SDS-2019-0548R01-TR-0052_Terminology_Update”.
-----------------------Start of change 1-------------------------------------------

1.1 oneM2M Platform Optimization Scenarios

Editor’s Note: This section provides scenarios where Edge and Fog technologies are sought to bring optimizations to oneM2M platform implementations. It is recommended that each scenario is used to derive one or more Key Issues.
1.1.1 Scenario 1: Data delivery optimization using radio network information
The scenario introduces Data delivery optimization of 3GPP services based on providing radio network related information to Edge/Fog (e.g. ETSI MEC Mobile Edge Host) Nodes. This enables adjustment of data transmission rates for individual 3GPP devices based on radio network congestion levels, as well as the service subscription levels of each device.
Figure 7.3.1‑1 illustrates the scenario of data delivery optimization. An Edge/Fog Node retrieves the radio network information from the 3GPP Core Network. The figure shows two alternatives using the dotted lines: the 3GPP T8 interface or ETSI MEC RNI service calls. These alternatives seek to allow for optimization of 4G (or 5G) 3GPP services using service exposure currently for further study in 3GPP and to allow for possible use of ETSI ISG MEC specifications. Note that deployments with local breakout may allow for the RNI service to interact directly with eNBs, therefore bypassing the Core Network (see ETSI White Paper “MEC Deployments in 4G and Evolution Towards 5G” [i.30]).
The Local Video Server is collocated with the Edge/Fog Node, for example in the SGi-LAN Mobile Operator domain offering value-add services. The Video Server has the capability to provide video data with 2 different resolutions: high-quality video (e.g. Ultra High Definition) and low-quality video (e.g. Standard Definition) in order to provide appropriate data according to congestion level of the radio network.  
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Figure 7.3.1‑1: Scenario of data delivery optimization
The scenario uses two prioritized devices as shown in Table 7.3.1‑1 which, in this case, receive services in same eNB area. UE1 has a high-priority category and UE2 has a low-priority category based on QCI [i.31]. Although each device retrieves same video data, there are many devices in the eNB area and it is difficult to allocate the required bandwidth data for all the devices. Thus, the Edge/Fog Node needs to assist in allocating appropriate video quality to each device according to QCI [i.31] as well as the eNB congestion level. 
Table 7.3.1‑1:Standardized QCI characteristics for devices
	Device
	QCI [i.31]

	
	QCI
Value
	Resource Type
	Priority Level
	Packet Delay Budget
	Packet Error Loss Rate
	Example Services

	UE 1
	4
	GBR
	5
	300ms
	10-6
	Non-Conversational Video (Buffered Streaming)

	UE 2
	8
	Non-GBR
	8
	300ms
	10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)


This general procedure for optimizing the platform is based on the Edge/Fog Node retrieving radio network related information and determining appropriate video quality levels for each device based on QCI and congestion and providing them for enforcement by the Local Video Server. Figure 7.3.1‑2 illustrates this procedure. 

Note that this is an informative figure for a procedure that seeks to allow for optimization of 3GPP services using service exposure under development and/or for the use of ETSI ISG MEC specifications.  
NOTE: The mapping of oneM2M Nodes in Figure 7.3.1‑2 is shown for study of future oneM2M implementation options.
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Figure 7.3.1‑2: Optimization procedure using radio network congestion information
Step 1a, b: UE 1 and UE2 send video data requests to the Cloud Node. 

The UEs are part of an Edge/Fog deployment which includes an Edge/Fog Node which has access to radio network information and can communicate with the Local Video Server.
Step 2: The Cloud Node requests management of Video service based on congestion levels.

After reception of the requests, the Cloud Node checks the location of the UEs, and selects the appropriate Edge/Fog Node. Then the Cloud Node requests management of the video service quality based on radio network congestion levels affecting the UEs.

Step 3: The Edge/Fog Node requests radio network status information 

The Edge/Fog Node sends a request for radio network congestion status information. The communication procedure with the EPC is currently FFS. In some deployment scenarios, the Edge/Fog Node may be an ETSI MEC Mobile Edge Host collocated and communicating directly with eNB 1 using local breakout.
Step 4: The Edge/Fog Node receives response containing radio network congestion status information.

The EPC (or eNB 1 for local breakout deployments) responds with the status information requested. For example, the congestion level might be indicated by the number of E-RAB active (e.g. MEC RNIS API [i.11]) or Network Status Report (over T8). The communication procedure with the EPC is currently FFS.
Step 5: The Edge/Fog Node analyzes the congestion level and determines the appropriate video quality for each UE.
The Edge/Fog Node uses the QCI levels, as well as the information about the radio network congestion, to determine the appropriate video quality for each UE. In this scenario, we assume a high congestion level and that the QCI value of UE 1 is higher than that of UE 2. In this case, the Edge/Fog Node assigns the high-quality video data to UE 1 and the low-quality video data to UE 2.
Step 6: The Edge/Fog Node sends a request for video delivery with the determined quality.
The Edge/Fog Node sends a request to the Local Video Server as follows:

· UE1: High quality video data
· UE2: Low quality video data
Steps 7a, b: The Local Video Server delivers video data with appropriate quality to each UE.
The Local Video Server delivers high-quality video data to UE 1 and low-quality video data to UE 2.

-----------------------End of Change 1 ---------------------------------------------
-----------------------Start of change 2-------------------------------------------
1.1.2 Scenario 2: Data transfer optimization scenario using location/QoS information

1.1.2.1 Introduction
The scenario introduces vehicular data transfer optimization of 3GPP services based on providing location information and QoS information to Edge/Fog Nodes. This enables adjustment of data transmission for individual 3GPP devices based on congestion levels of each location.

Figure 7.3.2.1‑1 illustrates the scenario of vehicular data transfer optimization. Vehicles transfer their collected data to a local Edge/Fog Node based on the data type, the time period and/or the traffic volume allocated by the Edge/Fog Node. In order to optimize the data transfer, the Edge/Fog Node collects the list of UEs active in each area and analyzes the congestion level in time series.

In this scenario, vehicular data is categorized as road map data and in-vehicle data, used by a road map service provider and a vehicular service provider respectively. The road map data are collected by vehicle on-board cameras/sensors (e.g. video camera, radar, LIDAR, GPS). Those cameras/sensors collect data on the surroundings of the vehicle periodically and send the data to a local Edge/Fog Node. However, the collected data can cause huge traffic volumes and might not be required to support low-latency communication. Thus, the road map data indicates a low-priority category for data transfer. On the other hand, in-vehicle data contains vehicular state (e.g. fuel state, battery charging alert, warning of oil pressure, current mileage count) and might be required to support low-latency communication. Therefore, the in-vehicle data indicates a high-priority category for data transfer.

This scenario intends to mitigate the burdens on a Cloud Node and optimise data transfer by moving processing to the Edge/Fog Node and leveraging the capabilities of a 3GPP Core Network. As a result, a Network/System operator can offer value-added services to a Service provider.
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Figure 7.3.2.1‑1: Scenario of vehicular data transfer optimization
Figure 7.3.2.1‑2 illustrates how to transfer the road map data with a low-priority category to an Edge/Fog Node. The Edge/Fog Node retrieves the list of UEs active in Area 1a, 1b and 1c by a 3GPP Core Network, analyzes the congestion level at the areas and updates the congestion level of corresponding time and day of the week. The congestion level of each area might vary according to the time of day and the day of the week, so the Edge/Fog Node needs to analyze the congestion levels in the coverage area periodically. Vehicles transfer their road map data to the Edge/Fog Node based on the policy of data transfer as shown in Table 7.3.2.1‑1. For example, when vehicles are in Area 1a with low congestion on Monday, 10:30 AM, they can transfer their collected map data to the Edge/Fog Node without restriction. In case of Area 1c with high congestion, vehicles can’t transfer their map data, so they might store the data in their temporary storage, transfer the data to their neighbor vehicles by V2V communication, or remove the data. In case of Area 1b with medium congestion, vehicles transfer the data by the time period and/or the traffic volume allocated by the Edge/Fog Node.
Table 7.3.2.1‑1: The policy of data transfer (NOTE 1)
	
	Data Type

	
	Road map data
(Low-priority category)
	In-vehicle data
(High-priority category)

	Congestion

level
	High
	Not applicable (NOTE 2)
	Data can be transferred by the time period and/or the traffic volume allocated by the Edge/Fog Node

	
	Medium
	Data can be transferred by the time period and/or the traffic volume allocated by the Edge/Fog Node
	Data can be transferred without restriction

	
	Low
	Data can be transferred without restriction
	Data can be transferred without restriction


NOTE 1:
This is an informative table for a policy that seeks to allow for data transfer optimization.

NOTE 2:
Vehicles might store the road map data in their temporary storage, transfer the data to their neighbor vehicles by V2V communication, or remove the data.
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Figure 7.3.2.1‑2: Road map data transfer with low-priority category

Figure 7.3.2.1‑3 shows the high-level illustration of vehicular data transfer optimization. An Edge/Fog node retrieves location information and QoS information from 3GPP Core Network. The figure shows two alternatives using the dotted lines: the 3GPP T8 interface or ETSI MEC service calls. These alternatives seek to allow for optimization of 4G (or 5G) 3GPP services using service exposure currently for further study in 3GPP and to allow for possible use of ETSI ISG MEC specifications. Note that deployments with local breakout may allow for the Location service and the RNI service to interact directly with eNBs, therefore bypassing the Core Network.
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Figure 7.3.2.1‑3: High Level Illustration - Vehicular data transfer optimization
1.1.2.2 General procedure for analyzing congestion levels using location information
This general procedure is based on the Edge/Fog Node retrieving the list of UEs in a particular area for analyzing the congestion level. Figure 7.3.2.2‑1 illustrates this procedure. Note that this is an informative figure for a procedure that seeks to allow for optimization of 3GPP services using service exposure under development and/or for the use of ETSI ISG MEC specifications.  

NOTE: The mapping of oneM2M nodes in Figure 7.3.2.2‑1 is shown for study of future oneM2M implementation options.
Editor’s Note: The communication procedure to retrieve the congestion levels by the Edge/Fog Node is for further study.
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Figure 7.3.2.2‑1: Procedure for analyzing congestion levels using location information
Step 1: Edge/Fog Node requests the list of UEs active in a particular area to EPC.
The Edge/Fog Node sends a request for the list of UEs active in a particular area with timestamp to the EPC in order to check the congestion status. The area might be indicated by cell level and/or eNB level. The communication procedure with the EPC is currently FFS.
Step 2: The EPC responds with the list of UEs in the area.
The EPC responds with the list of UEs requested. For example, the following list might be indicated.

· “NUMBER_OF_UES_IN_AN_AREA" in MonitoringEvent API (over T8) as specified in clause 7.4 of oneM2M TS-0026 [i.34].
· A list of UEs in a particular location (e.g. ETSI MEC Location service API [i.12])

· The number of E-RAB active, cell ID and QCI (e.g. ETSI MEC RNIS API [i.11])

The communication procedure with the EPC is currently FFS.
Step 3: The Edge/Fog Node updates the congestion level in the area.
The Edge/Fog Node analyzes the list of UEs and generates a congestion level in the area. If the EPC supports NetworkStatus API over T8, the Edge/Fog Node can retrieve a network status report as specified in clause 7.8 of oneM2M TS-0026 [i.34], and use it for the analysis in combination with the list of the UEs. The congestion level might be indicated by an exact value (e.g. between 0 and 100) and/or by an abstracted value (e.g. High, Medium, Low). Then the Edge/Fog Node updates the congestion level with a corresponding time and day of the week in the area as needed. The procedure is currently FFS.
Step 4: The Edge/Fog Node sends the updated data to Cloud Node once a day.

The Edge/Fog Node sends the updated data generated in Step 3 to the Cloud Node once a day for storing as master data. In order to optimize the data transfer, Background Data Transfer as specified in clause 7.10 of oneM2M TS-0026 [i.34] or CMDH as specified in clause D.12 of oneM2M TS-0001 [i.33] may be used.
1.1.2.3 General procedure for data transfer optimization using QoS/location
This general procedure for optimizing data transfer of an UE is based on the Edge/Fog node retrieving 3GPP QoS, the congestion level and the data type, and determining an appropriate policy of data transfer. Figure 7.3.2.3‑1 illustrates this procedure. Note that this is an informative figure for a procedure that seeks to allow for optimization of 3GPP services using service exposure that is under development.

NOTE: The mapping of oneM2M nodes in Figure 7.3.2.3‑1 is shown for study of future oneM2M implementation options.
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Figure 7.3.2.3‑1: Procedure for data transfer optimization using QoS/location
Step 1: UE sends the permission for data transfer.
The UE sends the permission for a particular data transfer to a Cloud Node.
Step 2: The Cloud Node requests the policy management of data transfer.
After reception of the request, the Cloud Node checks the location of the UE, data type (e.g. road map data or in-vehicle data) and selects an appropriate Edge/Fog Node. Then the Cloud Node requests the policy management of the data transfer to the Fog Node selected. The communication procedure with the Edge/Fog Node is currently FFS.
Step 3: The Edge/Fog Node sends on-demand 3GPP QoS request.
The Edge/Fog Node maps the request in Step 2 to 3GPP QoS parameters and sends the on-demand QoS request to the EPC. The QoS request might contain UE IP address, flow description (e.g. up/downlink flows, protocol), time period and/or traffic volume, notification destination address and QoS reference as defined in AsSessionWithQoS API of 3GPP TS 29.122 [i.32]. The QoS reference referring to pre-defined QoS information in the EPC can be mapped to media component descriptions according to a SLA between a network operator and a service provider. For example, the media component descriptions might contain SCS/AS Identifier (Edge/Fog Node identifier), media type (e.g. audio, video, data, application), maximum bandwidth for an uplink/downlink IP flow and priority indicators (e.g. Priority-Sharing-Indicator, Pre-emption-Capability and Pre-emption-Vulnerability) as defined in 3GPP TS 29.214 [i.35]. In case of the road map service, the QoS parameter might indicate high bandwidth for uplink IP flow, data (the media type) and low priority. The communication procedure with the EPC is currently FFS.
Step 4: The EPC processes the 3GPP QoS request.

The EPC authorizes the Edge/Fog Node request as defined in AsSessionWithQoS API of 3GPP TS 29.122 [i.32]. The result indicates whether the 3GPP QoS request is granted or not. If the request is granted, a SCEF in the EPC maps the request to existing Rx parameters and interacts with a PCRF in the EPC via the Rx interface and triggers the PCRF initiated IP-CAN Session Modification as described in 3GPP TS 23.203 [i.31]. Then the PCRF derives the required QoS, determines whether this QoS is allowed and notifies the result to the SCEF via the Rx interface.

Step 5: The EPC sends on-demand 3GPP QoS response.

The EPC sends on-demand 3GPP QoS responses to the Edge/Fog Node. The result indicates whether the 3GPP QoS request is granted or not as defined in 3GPP TS 29.122 [i.32]. If the request is granted, the SCEF might respond to the Edge/Fog Node with a 201 Created message including the result in the body of the HTTP response. The response contains the 3GPP QoS parameters in step 3. For example, if the congestion level in the area is medium and the QoS parameter for the road map service is set to low priority, the response might indicate the applicable time period and/or the applicable traffic volume for the road map data transfer. The communication procedure with the EPC is currently FFS.

Step 6: The EPC updates 3GPP QoS session.

If the PCRF notifies the SCEF about bearer level events for the Rx session (e.g. transmission resources for a QoS session are released/lost/terminated/recovered) with the PCEF initiated IP-CAN Session Modification as described in 3GPP TS 23.203 [i.31], the SCEF sends a status information message to the Edge/Fog Node for updating the QoS session as defined in AsSessionWithQoS API of 3GPP TS 29.122 [i.32]. For example, if the congestion level in the area turns from “middle” to “high” and the QoS parameter for the road map service is set to low priority, the transmission resources might be released and the SCEF might send an HTTP message including the notified event (e.g. session released). The communication procedure with the EPC is currently FFS.

Step 7: The Edge/Fog Node determines the policy of data transfer.

If the 3GPP QoS request is granted in step 5 or the EPC updates the QoS session in step 6, the Edge/Fog Node determines the policy of data transfer based on the 3GPP QoS parameters.
If the 3GPP QoS request is not granted in step 5, the Edge/Fog Node analyzes the congestion level of the UE’s location and the data type, and determines an appropriate policy of data transfer (see Table 7.3.2.1‑1).
Step 8: The Edge/Fog Node maps the policy of data transfer to oneM2M resources

The Edge/Fog Node maps the policy of data transfer to oneM2M resources. For example, the policy might be indicated by a CMDH policy as specified in clause D.12 of oneM2M TS-0001 [i.33] for adjusting the time period and/or traffic volume according to the data type. The procedure is currently FFS.
Step 9: The Edge/Fog Node response includes the permission for data transfer.

The Edge/Fog Node response includes the permission for data transfer to the UE.
Step 10: The UE transfers the data according to the policy.
The UE transfers the data to the Edge/Fog Node according to the policy in step 8.
-----------------------End of Change 2 ---------------------------------------------
-----------------------Start of change 3-------------------------------------------
1.2 Key Issue 2: Common Service awareness 
Terminology related to “M2M Services” is encountered in several oneM2M specifications and related to a variety of topics. The following list summarizes some of these areas:

A. oneM2M Specifications (i.e. TS-0011 [i.41]) provide the following service-related definitions:

M2M Application Service: realized through the service logic of an M2M Application and is operated by the User or an M2M Application Service Provider

M2M Common Services: set of oneM2M specified functionalities that are widely applicable to different application domains made available through the set of oneM2M specified interfaces

M2M Service: consists of one or more M2M Application Services and one or more M2M Common Services

Although oneM2M specifications support identifiers for M2M Application Services, there are no such identifiers for M2M Common Services or M2M Services. There are also no resource or attribute-level mappings for these concepts.

B. According to TS-0001 [i.33] “Registration is the process of delivering AE or CSE information to another CSE in order to use M2M Services”. 

Moreover, for Vehicular Enablement the following issue has been identified in TR-0026 [i.38]: 
· “Support of multiple registrations for a single entity may introduce unnecessary resource allocations at the registrars, unless the registration procedure indicates which services are requested or granted, and the specific combinations of services to be provided by each registrar.”
C. Use cases collected within the scope of Edge/Fog technology support introduce a number of service-related requirements. For example, the Smart Transportation with Edge/Fog computing use case (clause 6.21 of TR-0026 [i.38]) introduces requirements also captured in TS-0002 [i.39]:

OSR-0162: The oneM2M System shall enable the sharing and discovery of service capability information across Edge/Fog networks. 

OSR-0163: The oneM2M System shall enable to request services provided by Edge/Fog nodes.

OSR-0164: The oneM2M System shall enable service migration among Edge/Fog nodes.

OSR-0165: The oneM2M System shall enable the orchestration of services provided by Edge/Fog nodes in a dynamic fashion to satisfy operational requirements for availability, scalability, interoperability, etc.

Noting that these requirements refer to “services” rather than “M2M Application Services”, do not provide the capability to selectively provide or manage M2M Common Services or combinations of M2M Common Services and M2M Application Services, namely M2M Services. 

D. Finally, it is to be noted that other procedures and terminology may be linked (semantically or logically) to the term “service” and therefore provide additional context. For example: M2M service subscription; established advanced functionality (e.g. Security) which may be construed as being composed of several services (e.g. Authorization, Identity management, Access control, etc.); Product Service Profiles (TS-0025 [i.40]) which are further defined by “fundamental feature set” and “extendable feature set”.
We note that the lack of identifiers for M2M Common Services or M2M Services (point A above), affects other features such as the support for service-aware registration (point B above). M2M Service representations, and possibly M2M Service identifiers, may also be used to enable the requirements highlighted in point C. Together with Point D above the following Key Issue may be summarized:

· The oneM2M specifications need to provide clear relationships between the concept of “M2M Service” and oneM2M resources, procedures or architectural entities.  Specifically, it is recommended:
·  Providing types and/or identifiers for M2M Common Services and/or M2M Services, along with resource or attribute-level mappings for these concepts.
· Identifying “M2M Service” relationships (if any) with concepts/terms including, but not limited to:
· Registration procedures for CSEs and AEs

· M2M service subscription and the m2mServiceSubscriptionProfile resource.
· Product Service Profiles 
-----------------------End of Change 3 ---------------------------------------------
-----------------------Start of change 4-------------------------------------------
1.3 Key Issue 3: Edge/Fog Computing with Underlying Network information
Several clauses provide use cases, optimization scenarios, existing technologies and requirements related to Edge/Fog Computing with Underlying Network information, as follows:

A. High-precision Road Map Service using Edge/Fog Computing (clause 6.20 of TR-0026 [i.38]) provides a use case related to Underlying Network information. The information can be used to minimize the amount of data that needs to be sent from the devices and to minimize the amount of processing required by the Cloud Nodes, e.g. what networks are accessible at the current location and their congestion level. Following requirement based on the use case is also identified in TS-0002 [i.39].

OSR-0151: The oneM2M System shall enable services to receive and utilize location-based information about available access networks, their congestion level and other related network information when the information is provided by the Underlying Network.

B. Clauses 7.3.1 and 7.3.2 provide oneM2M Platform Optimization Scenarios. Those scenarios introduce data transfer optimization of 3GPP services based on providing radio network related information, location information and QoS information to Fog Nodes. A Fog node retrieves the information from 3GPP Underlying Network via 3GPP T8 interface or SGi interface (for ETSI MEC service calls). Currently the oneM2M System supports the T8 interface to communicate only to IN-CSE, which may be considered a “loose coupling” of the Edge/Fog deployment with the Underlying Network. Alternatively, cases of Edge/Fog deployments “tightly coupled” with the Underlying Network can be envisioned, e.g. if the 3GPP T8 interface is directly available to MN-CSEs as Edge/Fog nodes

C. Clause 6.2.3 introduces ETSI ISG MEC Architecture and APIs as an existing technology of Edge/Fog Computing. MEC RNIS API (clause 6.2.3.3.5) and LS API  (clause 6.2.3.3.6) can be used to retrieve radio conditions in an area and device location respectively by using Edge Nodes. How the MEC service retrieves the necessary information from the Underlying Network is out of the scope in the current ETSI ISG MEC specifications. Should this functionality be defined, the APIs may be made available externally and provide additional methods for oneM2M to interwork with the Underlying Network for the purpose of enabling Edge/Fog deployment.

Assuming a Release 3 implementation, the oneM2M System supports the limited mechanisms for providing Edge/Fog Nodes with Underlying Network information, e.g. to adjust data processing and data transfer based on the Underlying Network information.

· The oneM2M System support of interfaces with the Underlying Networks such as 3GPP T8 interface for enabling Edge/Fog services should to be studied and clarified for loosely-coupled as well as tightly coupled deployment cases.
· The oneM2M System support of specialized interfaces such as the ETSI MEC should be studied and defined for interworking with the Underlying Networks for Edge/Fog deployment enablement.
· Use cases for utilization of specific Network-related information such as location-based information about available access networks, congestion level, etc. should be addressed. 
-----------------------End of Change 3 ---------------------------------------------
-----------------------Start of change 4-------------------------------------------
1.4 Key Issue 4: Support for Resource Reservation

In TR-0001 [i.36], a smart city use case is introduced in clause 8.7, in which Edge/Fog computing can be the key enabling technologies for supporting various smart city applications such as city emergency management. In this application, a central management coordinator can interact with hundreds of devices and vehicles owned and operated by different stakeholders, such as public service suppliers, traffic and transportation companies, various devices/ sensors/ equipment deployed by municipality or 3rd part companies, etc. The central coordinator may access to the specific resources hosted locally on those devices for management purposes.
When an emergency occurs, the coordinator may need uninterrupted access to the specific resources on all involved devices/ equipment, and also for their state to be unchanged by other entities. For example, in order to coordinate traffic when emergency public works are performed, only the public works application may need to have full control of the traffic lights around the impacted intersections. In other words, the coordinator needs to set up those devices (as resources) so that only the public works  application has the exclusive privileges to access those devices/resources during the emergency time.
Currently, resource access in oneM2M is built upon ACP mechanism. In other words, commands are executed when the Originators of RESTful operations are authorized at the Receiver for the requested operation, e.g. using Access Control checks based on local Access Control Policies (ACPs).  ACP rules grant access to multiple originators and are used for the access control of a large set of distinct resources, especially for network storage. Therefore, if several resources are to be used by a single entity, at the expense of blocking operations from other entities, existing ACPs would need to be temporarily modified. 
Therefore, to realize the resource reservation feature as discussed in the smart city use case in oneM2M system (i.e., to give the central coordinator the fully control while blocking others’ control operations on the traffic lights), it normally requires changes in the ACPs resources in many devices, which may have the following potential shortcomings: Since a city emergency event usually just lasts for a short period of time, modifying ACP may have potential high operating overhead. For example, in order to have fully control for the traffic lights around the impacted intersections during a traffic emergency event, all the ACP resources associated with traffic lights of the impacted intersections need to be modified (e.g., the original ACP needs to be modified so that only the central coordinator now have the CRUD privilege). Note that, those ACP resources need to be restored again in a later time when the emergency handling is complete. In the meantime, each device may be associated with a different ACP resource. Therefore, in order to modify the access rights of massive devices, lots of CRUD operations needs to be conducted just for ACP modification operations. Therefore, it can be seen that ACP modifications are an inefficient way of implementing resource reservations in oneM2M system.
In implementing Edge/Fog technologies, distributes applications need an efficient resource access mechanism (e.g. either to access a shared resource, or to enable exclusive access of particular resources). However, the existing ACP modification approach is inefficient in many Edge/Fog scenarios. A flexible system for dynamic/efficient resource access configuration such as resource reservation is currently not supported yet in oneM2M.
The smart city use case poses the following issues in order to support Edge/Fog applications.
1)
The oneM2M System does not support the provisioning and management of policies governing the use of resource reservation mechanisms, including: authorizing resource reservation requests, constraining resource reservation parameters (e.g. maximum reservation duration, maximum aggregated reservation duration, maximum number of resources reserved, maximum number of consecutive reservations granted, etc.)

2)
The oneM2M System does not support mechanisms for time-limited reservation of resources at resource hosts, based on pre-provisioned resource reservation policies and reservation requests, subject to access control. 


-----------------------End of Change 4---------------------------------------------
-----------------------Start of change 5-------------------------------------------
1.5 Key Issue 5: Cooperation and Coordination of Multiple Edge/Fog Nodes
Compared with a centralized cloud or data center, an Edge/Fog node may have limited resources (e.g. battery) and capabilities to provide required services, especially for the Edge/Fog nodes closer to the endpoints. For example, a gateway as an Edge/Fog node may not have enough computing capability to complete a real-time video analysis request, the storage requirement of a caching request may exceed the available memory size of a vehicular Edge/Fog node. In these cases, providing Edge/Fog services individually may greatly limit the efficiency, even the feasibility of Edge/Fog service. If a group of Edge/Fog nodes is considered to pool resources and provide Edge/Fog services, there is currently a lack of procedures to manage and coordinate group of Edge/Fog nodes such that Edge/Fog services can be provided cooperatively.
Furthermore, the capabilities or availability of Edge/Fog nodes may change over time, due to location, mobility, schedule, etc. For example, a drone as an Edge/Fog node may be turned off and become unavailable when power level is low or during recharging. For a group of Edge/Fog nodes formed within a geographic area, an Edge/Fog node moving out of the area or entering the area may affect the capability of this group. The dynamic nature of the grouping makes it difficult to monitor and track the capabilities and availabilities of Edge/Fog nodes unless the system tracks also the status of offline or soon-to become available nodes for a more wholistic view of the deployment.
The dynamics of Edge/Fog capabilities may affect or disturb the service provided by Edge/Fog nodes. Besides the capabilities of Edge/Fog nodes, the service request may also be dynamic. For example, a traffic monitoring request may require higher storage and processing capabilities during peak hours, or there could be multiple requests competing for a same Edge/Fog node or group, which may create an unbalance between required and provided capability and impact the quality of Edge/Fog service.

With the above consideration, the following Key Issues may be summarized:

· Single Edge/Fog node may not be able to complete a service request individually, and Edge/Fog nodes are not able to provide Edge/Fog services in a cooperative way without coordination and cooperation functionality which accounts for the dynamic nature of the deployments and of the node capabilities.
· The dynamic nature of Edge/Fog Deployments and grouping require a holistic understanding of system capabilities, e.g. potential capabilities, upcoming node availability, etc.
-----------------------End of Change 4 ---------------------------------------------
-----------------------Start of change 5-------------------------------------------
1.6 Key Issue 6: Dynamic Service Instantiation 
Compared to cloud deployments, compute resources within Edge/Fog deployments can be more limited.  As a result, scaling an Edge/Fog based system requires the capability to manage (e.g. add, remove, activate, deactivate) the services offered by the service layers hosted on Edge/Fog nodes in a more dynamic fashion such that the utilization of these limited compute resources can be optimized and the service requirements of the clients (e.g. applications) using these services can still be met.  Based on the service requirements of the clients using the services of a service layer hosted on an Edge/Fog node and the available compute resources of an Edge/Fog node, different services may need to be dynamically added or removed or activated or deactivated such that the proper balance is achieved between availability of the desired set of services and not overloading the compute resources of an Edge/Fog node.  At the same time mechanisms addressing inter-dependencies between services are necessary in order to ensure minimum adverse impacts of these system dynamics, e.g. when components are removed/changed. When new services are added to a service layer, configuration updates may result in overhead operations or service disruptions instead of a desired plug-and-play experience. 
Currently there is a lack of capability in the oneM2M system to dynamically add, remove, activate and deactivate services within a service layer hosted on a given node.  Further, the capability to dynamically add, remove, activate and deactivate services within a service layer hosted on a given node based on factors such as the service requirements of service subscribers or registrees and/or factors such as the available compute or communication resources of a node are also lacking.    

With the above consideration, the following Key Issues may be summarized:

· Dynamically adding/instantiating and managing new services in the service layer may impact system functionality and the ability to deliver services.

· There is a lack of support for managing service instantiation or updates based on various factors such as service requirements, node availability, node capabilities and service dependencies.
-----------------------End of Change 5 ---------------------------------------------
-----------------------Start of change 6-------------------------------------------
1.7 Solution D: Loosely coupled Edge/Fog Computing with 3GPP T8 API
1.7.1 Solution Applicability

This solution addresses Key Issue 3.

1.7.2 Solution Description

1.7.2.1 Introduction

This solution addresses Edge/Fog computing in a deployment where the T8 interface is exposed to the IN-CSE, therefore there is a “loose coupling” between the Edge/Fog node and the Underlying Network. 
In some Edge/Fog scenarios, an oneM2M Fog Node can exchange with the 3GPP Underlying Network parameters to be used for optimizing the data traffic over the Underlying Network for a set of Field Domain Nodes hosted on UEs. As a result, oneM2M System can avoid the need for the IN-CSE to process data for the Field Domain Nodes. Figure 9.4.2.1‑1 illustrates the high-level illustration for the loosely coupled Edge/Fog computing with 3GPP T8 API. The Edge/Fog Node retrieves underlining network information in a particular area from a SCEF via the IN-CSE and adjusts data processing/transfer for the Field Domain Nodes.
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Figure 9.4.2.1‑1: High-level illustration - Loosely coupled Edge/Fog computing with 3GPP T8 API
1.7.2.2 Solution procedures
The clause introduces procedures for using network status procedures for loosely coupled Edge/Fog computing with following 3GPP T8 API, i.e. the T8 interface is available only to the IN-CSE.

· Network Status Reports API

· Monitoring Event API (Monitoring Type: Number of UEs in an Area)
1.7.2.2.1 Procedures for Network Status Reports and Monitoring Event (Number of UEs in an area)

Figure 9.4.2.2.1‑1 shows the solution procedures for loosely coupled Edge/Fog computing with Network Status Reports API and Monitoring Event API (Number of UEs in an area). We propose a new resource <nwMonitoringReq> described in clause 9.4.2.3 for retrieving Underlying Network information with an Edge/Fog Node (MN-AE and MN-CSE). The Edge/Fog Computing related procedures are Step 1, Step 2, Step 4 and Step 5 in the figure.
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Figure 9.4.2.2.1‑1: Procedures for loosely coupled Edge/Fog computing with Network Status Reports and Monitoring Event (Number of UEs in an area)
Pre-conditions:

There is a relationship in place between the Service Provider and MNO allowing the MN-AE (Edge/Fog Node) to request 3GPP T8 API information from the 3GPP Underlying Network. The method for establishing this relationship is outside the scope of the present document.

If the deployment uses External Group Identifier (externalGroupId) as described in 3GPP TS29.122 [i.32], when ASN/MN-CSEs or ADN-AEs register with the IN-CSE, then they provide externalGroupId information at the corresponding <remoteCSE> or <AE> resources (see clause 6.3 of TS-0026 [i.34] for configuration of externalGroupID).
The MN-CSE (Edge/Fog Node) is configured with system defaults for the following: 

•
The specified actions to take based on the severity of each congestion level.

•
The network congestion levels to receive reports 

•
The severity of each specified congestion level

•
The specified actions to generate the network congestion levels based on the number of UEs in an area.

The method for configuring these system defaults is outside the scope of the present document.

Step 1: CREATE <nwMonitoringReq> Request & Response, Subscription creation

An Originator, (e.g. MN-AE  at the Edge/Fog Node) requests the creation of a <nwMonitoringReq> resource at the MN-CSE (Edge/Fog Node) and, if the operation is successful, receives a response message. The MN-CSE announces the resource to the IN-CSE and the Originator subsequently subscribes to updates of the <nwMonitoringReqAnnc> resource. 

Step 2: UPDATE enable network monitoring
In order to initiate a monitoring request, the Originator (MN-AE at the Edge/Fog Node) sends a request to update the monitorEnable attribute of the <nwMonitoringReq> resource, which is also updated in the announced resource. The resource includes following attributes as described in clause 9.4.2.3.2.
· monitorEnable will be set to type of network monitoring request (e.g. congestion status in an area, the number of devices in an area, both congestion status and the number of devices in an area, disable)
· geographicalArea will be set to the geographic area where the Edge/Fog Node wants to retrieve an Underling Network information.
· externalGroupID will be set to the group of interest in the request, in which case the Monitoring Event Request is for the number of group-member UEs present in the area of interest. The IN-CSE gets the externalGroupID information according to the attribute externalGroupID of the resource <remoteCSE> and <AE> of the UEs which location are in the area of interest. If there are multiple externalGroupIDs, the IN-CSE uses local policies to determine the value sent in this request. For example, the IN-CSE may determine to send separate requests for each externalGroupID or it may determine to send this request without an externalGroupID and filter the received information.
· congestionStatus will be set to one of following values:
· The list of congestion level(s) with exact value and specify what congestion threshold(s) the Edge/Fog Node wants to receive a report for. Whenever the congestion in the geographical area goes above or below an indicated threshold, a report will be sent.  The threshold(s) that are indicated by the Edge/Fog Node are determined based on local Edge/Fog Node policies.  The definition of these policies is outside the scope of the present document.
· The list of enumerated types with values HIGH, MEDIUM and LOW that specify the type of congestion status the Edge/Fog Node would like to receive a report for. The threshold type(s) that are indicated by the Edge/Fog Node are determined based on local Edge/Fog Node policies.  The definition of these policies is outside the scope of the present document.
Step 3a: Procedures for Network Status Reports

If  the monitorEnable attribute is set to “enable congestion status in an area” or “enable both number of devices and congestion status in an area”, the IN-CSE maps the attributes of the <nwMonitoringReq> resource to the following attributes of Network Status Reports API as described in clause 7.8 of TS-0026 [i.34]. 
· The IN-CSE sets the fixed parameters with the corresponding attributes of the API (e.g. URI, monitorExpireTime, supportedFeatures). 
· geographicalArea of the <nwMonitoringReq> resource will be set to locationArea.
· If congestionStatus indicates an abstracted value for congestion status (e.g. HIGH, MEDIUM or LOW), thresholdTypes will be set to the abstracted value of the congestionStatus. If congestionStatus indicates an exact value for congestion status (e.g. between 0 and 31), thresholdValues will be set to the exact value of the congestionStatus.

Then the IN-CSE communicates with SCEF by using the procedures for Network Status Reports API described clause 7.8 of TS-0026 [i.34].
Step 3b: Procedures for Monitoring Event (Number of UEs in an area)

If the monitorEnable attribute of the <nwMonitoringReq> resource is set to “enable number of devices in an area” or “enable both number of devices and congestion status in an area”, the IN-CSE maps the attributes of the <nwMonitoringReq> resource to the following attributes of Monitoring Event API (Number of UEs in an area) as specified in 3GPP TS 29.122 [i.32].

· The IN-CSE sets the fixed parameters with the corresponding attributes of the API (e.g. URI, supportedFeatures). 
· geographicalArea of the <nwMonitoringReq> resource will be set to locationArea.
· externalGroupId will be set to the externalGroupID if in step 2 the IN-CSE monitoring request targets identifying the number of UEs from a specific group in the area and the IN-CSE determined an externalGroupID to be monitored.
Step 4: Notification of <nwMonitoringReq>
· After completion of Step 3a or 3b, the IN-CSE will map the response of 3GPP T8 API to the following attributes of the <nwMonitoringReq> resource as detailed below. The update <nwMonitoringReqAnnc> resource generates a corresponding notification response to the originator.
· If the response indicates nsiValue or nsiType, the IN-CSE updates the congestionStatus attribute of <nwMonitoringReq> resource.
· If the response indicates ueCount, the IN-CSE updates the numberOfDevices attribute of <nwMonitoringReq> resource. If an externalGroupId has been provided in the request, the count indicates the number of UEs from the given group which are found at the location.
· If the response indicates externalIds, the IN-CSE configures to indicate M2M-Ext-ID attribute of <nwMonitoringReq> resource.
See clause 8.3 of TS-0026 [i.34] for a list of possible error scenarios and error handling options for the IN-CSE.

Step 5: The Edge/Fog Node adjusts data processing/transfer for Field Domain Nodes (ASN/MN/ADN)

The Originator (MN-AE at the Edge/Fog Node) may use the information provided in step 4 in order to adjusts data processing/transfer for Field Domain Nodes (ASN/MN/ADN).
1.7.2.3 Impacted Resources

1.7.2.3.1 Introduction
To implement this solution, a new resource <nwMonitoringReq> is proposed to retrieve Underlying Network information.
1.7.2.3.2 New Resource Type: <nwMonitoringReq>

Editor’s Note: Support other monitoring types over T8 API is FFS.
The <nwMonitoringReq> resource is a child of <remoteCSE> or <AE> and is used to request that the MN-AE (Edge/Fog Node) retrieves the Underlying Network information. The resource provides the characteristics of the Underlying Network status in a particular geographic area such as congestion status and number of devices. 

Table 9.4.2.3.2‑1: New Attributes of <nwMonitoringReq> Resource

	Attributes of <nwMonitoringReq>
	Multiplicity
	RW/

RO/

WO
	Description
	< nw

MonitoringReq> Attributes

	monitorEnable
	1
	RW
	Indicates the type of network monitoring request.

· disable
· enable congestion status in an area
· enable number of devices in an area
· enable both number of devices and congestion status in an area.
	OA

	geographicalArea
	1
	RW
	Indicates geographic area where the CSE wants to retrieve an Underling Network information.
	OA

	congestionStatus
	0..1
	RW
	Indicates the network status indicator that is an abstracted value for congestion status (e.g. HIGH, MEDIUM or LOW) or exact value for congestion status (e.g. between 0 and 31)
	OA

	numberOfDevices
	0..1
	RO
	Indicates the network status indicator that is an integer for congestion status or the number of devices.
	OA

	externalGroupID
	0..1
	RW
	Supported when Registrar CSE is an IN-CSE or MN-CSE. It is used by an M2M Service Provider (M2M SP) when services targeted to a group of M2M Devices are requested from the Underlying Network. It is assumed to be a globally unique ID exposed by the underlying network to identify a group of M2M Devices (e.g. ADN, ASN, MN) for group related services.
	OA

	M2M-Ext-ID
	0..n
	RO
	Supported when Registrar is IN-CSE or MN-CSE.

See clause 7.1.8 of TS-0001 [i.33] where this attribute is described. This attribute is used only for the case of dynamic association of M2M-Ext-ID and AE-ID.
	OA


The <nwMonitoringReq> resource contains the child resources specified in Table 9.4.2.3.2‑2.
Table 9.4.2.3.2‑2: Child resources of <nwMonitoringReq> resource

	Child Resources of <nwMonitoringReq>
	Child Resource Type
	Multiplicity
	Description
	<nwMonitoringReq> Child Resource Types

	[variable]
	<subscription>
	0..n
	See clause 9.6.8 of TS-0001 [i.33].
	<subscription>


1.7.2.3.3 Modified <remoteCSE> resource

New child resources as shown in the table below.

Table 9.4.2.3.3‑1: New Child Resources of <remoteCSE >

	New Child Resources of <remoteCSE>
	Child Resource Type
	Multiplicity
	Description

	[variable]
	<nwMonitoringReq>
	0.. n
	See clause 9.4.2.3.2.


1.7.2.3.4 Modified <AE> resource
New child resources as shown in the table below.

Table 9.4.2.3.4‑1: New Child Resources of <AE>

	New Child Resources of <AE>
	Child Resource Type
	Multiplicity
	Description

	[variable]
	<nwMonitoringReq>
	0.. n
	See clause 9.4.2.3.2.


-----------------------End of Change 6 ---------------------------------------------
-----------------------Start of change 7-------------------------------------------
1.8 Solution E: Tightly coupled Edge/Fog Computing with 3GPP T8 API
1.8.1 Solution Applicability

This solution addresses Key Issue 3.

1.8.2 Solution Description

1.8.2.1 Introduction

This solution addresses Edge/Fog computing in a deployment where the T8 interface is exposed to the Edge/Fog node, therefore there is a “tight coupling” between the Edge/Fog node and the Underlying Network.
In some Edge/Fog scenarios, an oneM2M Fog Node can exchange with the 3GPP Underlying Network of parameters to be used for optimizing the data traffic over the Underlying Network for a set of Field Domain Nodes hosted on UEs. As a result, oneM2M System can avoid the need for an IN-CSE to process data for the Field Domain Nodes and the IN-CSE can be freed from the burden for processing of 3GPP T8 API information. Figure 9.5.2.1‑1 illustrates the high-level illustration for tightly coupled Edge/Fog Computing with 3GPP T8 API. The Edge/Fog Node retrieves underlining network information in a particular area from a SCEF directly and adjusts data processing/transfer for the Field Domain Nodes.
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Figure 9.5.2.1‑1: High-level illustration - Tightly coupled Edge/Fog Computing with 3GPP T8 API

1.8.2.2 Solution procedures
The clause introduces procedures for using network status procedures for tightly coupled Edge/Fog computing with following 3GPP T8 API, i.e. the T8 interface is available to the MN-CSE.

· Network Status Reports API

· Monitoring Event API (Monitoring Type: Number of UEs in an Area)
1.8.2.2.1 Procedures for Network Status Reports and Monitoring Event API (Number of UEs in an Area)

Figure 9.5.2.2.1‑1 shows the solution procedures for tightly coupled Edge/Fog computing with Network Status Reports API and Monitoring Event API (Number of UEs in an area). We propose a new resource <nwMonitoringReq> described in clause 9.4.2.3 for retrieving Underlying Network information with an Edge/Fog Node (MN-AE and MN-CSE). 

[image: image21.emf]3GPP UE 

(ASN/MN-CSE 

or 

ADN-AE)

3GPP 

Network 

Entities

SCEF

IN-CSE

T8 (Mcn)

Mcc / Mca

MN-CSE

(Hosting CSE) Mca

SGi

MN-AE

(Originator)

Mcc

Edge/Fog Node

2. Enable network monitoring

4. NOTIFY <nwMonitoringReq>

3a. Procedures for Network Status Reports, defined in Clause 7.8 of TS-

0026

3b. Procedures for Monitoring Event (Number of UEs in an area)  in Clause 

7.4 of TS-0026

5. Fog Node adjusts data processing/transfer for ASNs/MNs/ADNs

1. CREATE <nwMonitoringReq>




Figure 9.5.2.2.1‑1: Procedures for tightly coupled Edge/Fog computing with Network Status Reports and Monitoring Event (Number of UEs in an area)
The following steps are related to the Edge/Fog Node (MN-CSE, MN-AE):
Pre-conditions:

There is a relationship in place between the Service Provider and MNO allowing the MN-AE (Edge/Fog Node) to request 3GPP T8 API information from the 3GPP Underlying Network. The method for establishing this relationship is outside the scope of the present document.

If the deployment uses External Group Identifier (externalGroupId) as described in 3GPP TS29.122 [i.32], when ASN/MN-CSEs or ADN-AEs register with the MN-CSE (Edge/Fog Node), then they use externalGroupId information to configure the externalGroupID of the corresponding <remoteCSE> or <AE> resources (see clause 6.3 of TS-0026 [i.34] when externalGroupID is configured).
The MN-CSE (Edge/Fog Node) is configured with system defaults for the following;
•
The specified actions to take based on the severity of each congestion level.

•
The network congestion levels to receive reports 

•
The severity of each specified congestion level

•
The specified actions to generate the network congestion levels based on the number of UEs in an area.

The method for configuring these system defaults is outside the scope of the present document.
Step 1: CREATE <nwMonitoringReq> Request & Response, Subscription creation
An Originator, (e.g. MN-AE  at the Edge/Fog Node) requests the creation of a <nwMonitoringReq> resource at the MN-CSE (Edge/Fog Node) and, if the operation is successful, receives a response message. The Originator subsequently subscribes to updates of the <nwMonitoringReqAnnc> resource. 

Step 2: UPDATE enable network monitoring
In order to initiate a monitoring request, the Originator (MN-AE at the Edge/Fog Node) sends a request to update the monitorEnable attribute of the <nwMonitoringReq> resource. The resource includes following attributes as described in clause 9.4.2.3.
· monitorEnable will be set to type of network monitoring request (e.g. congestion status in an area, the number of devices in an area, both congestion status and the number of devices in an area, disable)
· geographicalArea will be set to the geographic area where the Edge/Fog Node wants to retrieve an Underling Network information.
· externalGroupID will be set to the group of interest in the request, in which case the Monitoring Event Request is for the number of group-member UEs present in the area of interest. The MN-CSE (SCS) gets the externalGroupID information according to the attribute externalGroupID of the resource <remoteCSE> and <AE> of the UEs which location are in the area of interest. If there are multiple externalGroupIDs, the MN-CSE (SCS) uses local policies to determine the value sent in this request. For example, the MN-CSE (SCS) may determine  to send separate requests for each externalGroupID or it may determine to send this request without an externalGroupID and filter the received information.
· congestionStatus will be set to one of following values:
· The list of congestion level(s) with exact value and specify what congestion threshold(s) the Edge/Fog Node wants to receive a report for. Whenever the congestion in the geographical area goes above or below an indicated threshold, a report will be sent.  The threshold(s) that are indicated by the Edge/Fog Node are determined based on local Edge/Fog Node policies. The definition of these policies is outside the scope of the present document.
· The list of enumerated types with values HIGH, MEDIUM and LOW that specify the type of congestion status the Edge/Fog Node would like to receive a report for. The threshold type(s) that are indicated by the Edge/Fog Node are determined based on local Edge/Fog Node policies.  The definition of these policies is outside the scope of the present document.
Step 3a: Procedures for Network Status Reports

If the monitorEnable attribute is set to “enable congestion status in an area” or “enable both number of devices and congestion status in an area”, the MN-CSE (Edge/Fog Node) maps the attributes of the <nwMonitoringReq> resource to the following attributes of Network Status Reports API as described in clause 7.8 of TS-0026 [i.34]. 
· The MN-CSE (Edge/Fog Node) sets the fixed parameters with the corresponding attributes of the API (e.g. URI, monitorExpireTime, supportedFeatures). 
· geographicalArea of the <nwMonitoringReq> resource will be set to locationArea.
· If congestionStatus indicates an abstracted value for congestion status (e.g. HIGH, MEDIUM or LOW), thresholdTypes will be set to the abstracted value of the congestionStatus. If congestionStatus indicates an exact value for congestion status (e.g. between 0 and 31), thresholdValues will be set to the exact value of the congestionStatus.
Then the MN-CSE (Edge/Fog Node) communicates with SCEF by using the procedures for Network Status Reports API described clause 7.8 of TS-0026 [i.34].
Step 3b: Procedures for Monitoring Event (Number of UEs in an area)

If the monitorEnable attribute of the <nwMonitoringReq> resource is set to “enable number of devices in an area” or “enable both number of devices and congestion status in an area”, the MN-CSE (Edge/Fog Node) maps the attributes of the <nwMonitoringReq> resource to the following attributes of Monitoring Event API (Number of UEs in an area) as specified in 3GPP TS 29.122  [i.32].

· The MN-CSE (Edge/Fog Node) sets the fixed parameters with the corresponding attributes of the API (e.g. URI, supportedFeatures). 
· geographicalArea of the <nwMonitoringReq> resource will be set to locationArea.
· externalGroupId will be set to the externalGroupID if in step 2 the MN-CSE (Edge/Fog Node) monitoring request targets identifying the number of UEs from a specific group in the area and the MN-CSE (Edge/Fog Node) determined an externalGroupID to be monitored.
Step 4: Notification of <nwMonitoringReq>
After completion of Step 3a or 3b, the MN-CSE (Edge/Fog Node) will map the response of 3GPP T8 API to the following attributes of the <nwMonitoringReq> resource as detailed below. The update <nwMonitoringReq> resource generates a corresponding notification response to the originator.
· If the response indicates nsiValue or nsiType, the MN-CSE (Edge/Fog Node) updates the congestionStatus attribute of <nwMonitoringReq> resource.
· If the response indicates ueCount, the MN-CSE (Edge/Fog Node) updates the numberOfDevices attribute of <nwMonitoringReq> resource. If an externalGroupId has been provided in the request, the count indicates the number of UEs from the given group which are found at the location.
· If the response indicates externalIds, the MN-CSE (Edge/Fog Node) configures to indicate M2M-Ext-ID attribute of <nwMonitoringReq> resource.
See clause 8.3 of TS-0026  [i.34] for a list of possible error scenarios and error handling options for the MN-CSE (Edge/Fog Node).

Step 5: The Fog Node adjusts data processing/transfer for Field Domain Nodes (ASN/MN/ADN)

The Originator (MN-AE at the Edge/Fog Node) may use the information provided in step 4 in order to adjusts data processing/transfer for Field Domain Nodes (ASN/MN/ADN).
1.8.2.3 Impacted Resources

To implement this solution, a new resource <nwMonitoringReq> is proposed to retrieve Underlying Network information. The resource is described in Solution D: Loosely coupled Edge/Fog Computing with 3GPP T8 API.

-----------------------End of Change 7 ---------------------------------------------
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