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Introduction
The contribution provides improvements for Solution H: dynamic service management.
· Management objects [serviceInstance] and [serviceComponent] have been consolidated to [serviceInstance], and the corresponding attributes are clarified.

· New attributes are introduced for the [servicePolicy] management object to enable dynamic and automatic management of service instances and to provide support for advanced features.

· A high-level flow diagram is presented to show the fundamental procedures of service management based on the management objects [serviceInstance] and [servicePolicy].
R01: Added more description about these two resources and updated the call flow.
R02: Added more clarifications on the two resources. Removed serviceManagementSchedule attribute from [servicePolicy].
-----------------------Start of change 1 -------------------------------------

1.1 Solution H: Dynamic Service Management

1.1.1 Solution Applicability

This solution applies to Key Issue 6: “Dynamic Service Instantiation”
1.1.2 Solution Description

1.1.2.1 Impacted Resources and Attributes

1.1.2.1.1 Overview

This solution uses the M2M Service concepts introduced in solution C, including the definition and composition of an M2M service, csType and csfType, associated IDs, etc.

To implement this solution, several resources need to be modified, and some new resource types need to be defined These are further detailed in the following clauses.

1.1.2.1.2 New <mgmtObj> specialization type: [serviceInstance]

A M2M service may consist of multiple M2M Application Services and/or M2M Common Services. In this case a M2M service may be composed of multiple components while each component may correspond to a software package. For example, an ADN can consist of an ADN-CSE with multiple CSFs and multiple ADN-AEs. Each of these could require its own software package. In order to manage the M2M service as a whole, it is more efficient to define a management object resource that enables management at a high level of abstraction than individually managing each oneM2M service component (e.g. CSFs, CS, etc.) via a separate and independent [software] resource. 

A new [serviceInstance] specialization of the <mgmtObj> resource type is proposed for management of different types of service instances, such as M2M services (e.g. combinations of AEs and CSs), CSFs, CSEs, CSs, or AEs.  It is up to implementation if a set of CSs is managed as a CSF, CSE or M2M service. A [serviceInstance] management object can be used by an AE or CSE to install/uninstall/activate/deactivate M2M Services on an Edge/Fog Node. A [serviceInstance] resource enables multiple software components on a node (e.g. the ADN example described above) to be managed in a more coherent and coordinated manner in the oneM2M system rather than relying on over-the-top functionality. For example, one [serviceInstance] resource corresponding to a CSE can be used to define a collection of CSFs/CSs that make up the CSE, the management operation performed on a [serviceInstance] resource can be directed to each of the software components of a M2M service through the componentLink attribute.

Similar to other management objects, the [serviceInstance] can be instantiated as a child resource of a <node> resource.  
The [serviceInstance] resource contains the attributes specified in table below.

Table 9.8.2.1.2‑1: Attributes of [serviceInstance] resource

	Attributes
	Multiplicity
	RW/

RO/

WO
	Description

	universal and common attributes
	See clause 9.6.1.3 in TS-0001 [i.33]
	See clause 9.6.1.3 in TS-0001 [i.33]
	See clause 9.6.1.3 in TS-0001 [i.33]

	mgmtDefinition
	1
	WO
	See clause 9.6.15 in TS-0001 [i.33]. This attribute has a fixed value "serviceInstance" to indicate the resource is for service entity management.

	instanceType
	1
	RW
	Choice of “CSE”, “Service”, “CSF”, “CS”, “AE”, etc. It is up to implementation if a set of CSs is managed as CSF, CSE or M2M Service.

	instanceID
	0..1
	RW
	The ID of the instance, may be a CSE-ID, Serv-ID, CSF-ID, CS-ID, or AE-ID. This attribute is a specialization of [objectAttribute] attribute.

Editor’s Note. The format of a Serv-ID associated with a M2M service is FFS and to be addressed in Solution C.

	
	
	
	

	install
	1
	RW
	The action that installs/instantiates the service instance in a single operation. The action is triggered by assigning value "TRUE" to this attribute. 
If this service instance is linked to a [software] object via softwareLink, the Hosting CSE links this attribute to the install attribute of the [software] resource.

	uninstall
	1
	RW
	The action that uninstalls an instance. The action is triggered by assigning value "TRUE" to this attribute. 
If this service instance is linked to a [software] object via softwareLink, the Hosting CSE links this attribute to the uninstall attribute of the [software] resource.

	activate
	0..1
	RW
	The action that activates/enables an instance that has been installed. The action is triggered by assigning value "TRUE" to this attribute. 
If this service instance is linked to a [software] object via softwareLink, the Hosting CSE links this attribute to the activate attribute of the [software] resource.  

	deactivate
	0..1
	RW
	The action that deactivates/disables an instance that has been installed. The action is triggered by assigning value "TRUE" to this attribute. 
If this service instance is linked to a [software] object via softwareLink, the Hosting CSE links this attribute to the “deactivate” action of the [software] resource.  

	instanceStatus
	1
	RW
	Indicates the status of the instance. 
If this service instance is linked to a [software] object via softwareLink, the Hosting CSE keeps the value of this attribute consistent with the value of the installStatus and activeStatus attributes of the [software] resource.
Editor’s Note. The serviceInstance status (e.g. “installed”, “activated”) needs to be harmonized with Device Management procedures and TS-0004 clauses D.2, D.3.

	resetInstance


	0..1
	RW
	The action that resets an instance that has been instantiated. 
The action is triggered by assigning a value of "TRUE" to this attribute.

	rebootInstance
	0..1
	RW
	The action that reboots an instance that has been instantiated. The action is triggered by assigning a value of "TRUE" to this attribute.

	managementAtomicityIndicator
	1
	RW
	Indicates if the operations for multiple component instances are to be treated atomically or not. The indicator applies to install, uninstall, activate and deactivate operations.

If the indicator specifies that the operation atomicity is TRUE, the Hosting CSE will update the state of the service only when all the components achieve the new state. If a component operation is not successful it is rolled back, using install/uninstall and activate/deactivate operations as rollback pairs. Other atomicity behaviour (e.g. number of tries, timeouts) are implementation or local policy dependent. 

If the indicator specifies that the operation atomicity is FALSE, the Hosting CSE will manage the state of the service based on component states and local policies. 

Editor’s Note. The non-atomic management of service instance is FFS.

	rebootLink
	0..1
	RW
	Link to the [reboot] object used to reboot the instance. This attribute is a specialization of mgmtLink attribute. If the resetInstance attribute exists, the attribute rebootLink is either not present or ignored.

	servicePolicyLink
	0..1
	RW
	The resourceID of the [servicePolicy] object used for the instance. 

If there are no service policies provided, local policies apply.



	instanceProvisioningLink
	0..1(L)
	RW
	Link(s) to management objects providing provisioning information for the instance, e.g. [MAFClientRegCfg], [MEFClientRegCfg]. 
Editor’s Note. The management objects providing provisioning information are FFS. For example, new security-related provisioning objects may provide security identifiers, credentials, lifetimes, default ACPs, etc.

	componentLink
	0..1(L)
	RW
	This attribute contains reference to a list of [serviceInstance](s) which are the components of this service instance. For example, in Figure 9.3.2-2, Service S may have components: CSE 123, CSE 456, AE 1, AE N. CSE 123 may have components: CS A1, CS Ak.


1.1.2.1.3 



	
	
	


	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	


	
	
	
	

	
	
	
	

	
	
	
	




1.1.2.1.4 New <mgmtObj> specialization type: [servicePolicy]

The [servicePolicy] management object specialization provides policies and rules for the dynamic management of a service instance. A [servicePolicy] management object can be used by a Hosting CSE on behalf of an AE based on certain criteria or external commands to install/uninstall/activate/deactivate an M2M Service on an Edge/Fog Node. It specifies where a M2M service can be installed and defines the rules when performing management operations on a M2M service. For example, an Originator may require a M2M service to be installed on a certain set of nodes, and the installed M2M service to be activated/deactivated upon a certain node, which could be defined in the attributes such as serviceTarget, serviceManagementOperation, serviceManagementTrigger, etc. .

Table 9.8.2.1.4‑1: Attributes of [servicePolicy]

	Attributes
	Multiplicity
	RW/

RO/

WO
	Description

	
	
	
	

	
	
	
	

	instanceLink
	0..1
	RW
	Link to the [serviceInstance] management object that is associated with this policy.

	servicePolicyEnable

	1
	RW
	Indicates whether this policy is enabled or not. For example, the dynamic management operations defined by this policy can be temporarily disabled to limit the impact on regular operations.

	eligibleNodeType
	0..1
	RW
	Indicates the type of node that is eligible to host the service, e.g., MN, IN, ASN, ADN.

	serviceScope
	0..1
	RW
	Indicates the scope/service domain where the service may be instantiated and managed, such as a M2M Service Domain or a list of nodes defined by their M2M-Node-IDs.

	managementProtocol
	0..1(L)
	RW
	Indicates alternative device management protocols preferred to be supported at the node where the service is instantiated, e.g. OMA DM protocol.

	underlyingNetworkProtocol
	0..1(L)
	RW
	Indicates the preference for the underlying network protocols to be supported by the node where the service is instantiated.

	serviceTarget
	0..1(L)
	RW
	Specifies a list of targets that the service management is to be performed upon (e.g. one or more M2M-Node-IDs, CSE-IDs, CSF-IDs, CS-IDs, AE-IDs).

	serviceManagementOperation
	0..1
	RW
	Defines the management operations that the Hosting CSE is to perform, such as install, uninstall, enable, disable.

	serviceManagementTrigger
	0..1
	RW
	Defines the conditions/events that the Hosting CSE can monitor and detect if/when to perform a specified management operation.

	serviceManagementSchedule
	0..1
	RW
	Defines a schedule for when the Hosting CSE is to perform a specified management operation.

	serviceManagementCommand
	0..1
	RW
	Used by an Originator to manually trigger the Hosting CSE to perform the specified management operation.

	serviceManagementStatus
	0..1
	RW
	Used by the Hosting CSE to reflect the status of management operations that it performs.

	servicePolicyLink
	0..1(L)
	RW
	This attribute contains reference to a list of other <servicePolicy> resources in case a hierarchy of <servicePolicy> is needed.  For example, to manage a set of services which are related and/or dependent on one another.  


1.1.2.2 Impacted Information Flows

1.1.2.2.1 Management Procedures
The following figure shows the high-level flow for service management on an Edge/Fog Node. The procedure assumes the management is performed by a service management function in an IN-CSE.


[image: image1.png]
Step 1: An Originator may send a discovery request to a Service Management Function of a Hosting CSE to discover an existing [servicePolicy] mgmtObj.

Step 2a: If an Originator successfully discovers existing [servicePolicy] it can send a request to UPDATE an existing [servicePolicy].

Step 2b: If discovery fails, then Originator can CREATE a new [servicePolicy] to instantiate a M2M service on an Edge/Fog Node (e.g. MN, ASN or ADN).

Step 3: According to the policies defined in the [servicePolicy], the Hosting CSE’s Service Management Function creates one or more [serviceInstance] mgmtObj at the target node where the service will be hosted. The link to the [serviceInstance] are added to the serviceLink attribute of the [servicePolicy] mgmtObj.
Step 4: When service management is triggered (e.g. as specified by the serviceManagementTrigger or serviceManagementCommand attribute), the following management operations are performed by the Hosting CSE’s Service Management Function.
· 

· The Hosting CSE configures the install/uninstall/activate/deactivate/reset attributes of the [serviceInstance] corresponding to the Service. 
· If the [serviceInstance] is linked to a [software] mgmtObj, the install/uninstall/activate/deactivate attributes of the [software] mgmtObj will be used by the Hosting CSE when performing the corresponding operation. 
· The Hosting CSE manages the state of the Service Instance based on the atomicity indicator and the states of the component instances.
 

Note: If instanceType is “AE” or “CSE”, an AE or CSE registration will be performed when the AE/CSE instance is activated.
----------------------- End of change 1 (new text) -------------------------------------
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