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Introduction
This contribution brings stage 3 details for a small enhancement (agreed in SDS-2019-0370R01 during TP 41) to the <group> resource to support somecast capability (with the purpose of load balancing amongst group members).
-----------------------Start of change 1-------------------------------------------
6.4.1
Request primitive parameter data types

The data types of request primitive parameters are specified in this clause.

Detailed request primitive parameter descriptions and usage can be found in clause 8.1.2 of the oneM2M TS-0001 [6]. Further details on the representation of request primitives are specified in clauses 7.2.1.1 and 8 of the present document.
Table 6.4.1‑1 shows the structure of the request primitive. This is defined as the m2m:requestPrimitive element in the XSD file CDT‑requestPrimitive-V3_14_0.xsd.

Table 6.4.1‑1: Data Types for Request primitive parameters

	Primitive Parameter
	Data Type
	Multiplicity
	Default Handling
(note 2)
	Note

	Operation
	m2m:operation
	1
	Not applicable
	See clause 6.3.4.2.5

	To
	xs:anyURI
	1
	Not applicable
	

	From
	m2m:ID
	0..1
	Not applicable
	See clause 6.3.3
Also see note 2 below

	Request Identifier
	m2m:requestID
	1
	Not applicable
	See clause 6.3.3

	Resource Type
	m2m:resourceType
	0..1
	No default
	See clause 6.3.4.2.1

	Content
	m2m:primitiveContent
	0..1
	No default
	See clause 6.3.5.5

	Role IDs
	list of m2m:roleID 
	0..1
	Not applicable
	

	Originating Timestamp
	m2m:timestamp
	0..1
	No default
	

	Request Expiration Timestamp
	m2m:absRelTimestamp
	0..1
	Can be given by CMDH policy (clause D.12)
	"Result Expiration Timestamp" shall be later than "Request Message Expiration Timestamp"

	Result Expiration Timestamp
	m2m:absRelTimestamp
	0..1
	Can be given by CMDH policy (clause D.12)
	

	Operation Execution Time
	m2m:absRelTimestamp
	0..1
	Can be given by CMDH policy (clause D.12)
	

	Response Type
	m2m:responseTypeInfo
	0..1
	Use "blockingRequest"
	See clause 6.3.5.30

	Result Persistence
	m2m:absRelTimestamp
	0..1
	Can be given by CMDH policy (clause D.12)
	

	Result Content
	m2m:resultContent
	0..1
	The default value depends on a given operation. See Table 8.1.2-1 of oneM2M TS‑0001 [6]
	See clause 6.3.4.2.7

	Event Category
	m2m:eventCat
	0..1
	No default
	See clause 6.3.3

	Delivery Aggregation
	xs:boolean
	0..1
	Can be given by CMDH policy (clause D.12), otherwise false
	

	Group Request Identifier
	xs:string
	0..1
	No default
	

	Filter Criteria
	m2m:filterCriteria
	0..1
	No default
	See clause 6.3.5.8

	Desired Identifier Result Type
	m2m:desIdResType
	0..1
	Use "structured"
	See clause 6.3.4.2.8

	Tokens
	list of m2m:dynAuthJWT
	0..1
	Not applicable
	See clause 6.3.3

	Token IDs
	list of m2m:tokenID
	0..1
	Not applicable
	

	Local Token IDs
	list of xs:NCName
	0..1
	No default
	

	Token Request Indicator
	xs:boolean
	0..1
	No default
	

	Group Request Target Members
	list of xs:anyURI
	0..1
	No default
	

	Group Somecast Target Number
	xs:positiveInteger
	0..1
	No default
	

	Authorization Signature Indicator
	xs:boolean
	0..1
	No default
	

	Authorization Signatures
	m2m:signatureList
	0..1
	No default
	See clause 6.3.3

	Authorization Relationship Indicator
	xs:boolean
	0..1
	No default
	

	Semantic Query Indicator
	xs:boolean
	0..1
	No default
	Semantic Query Indicator

	Release Version Indicator
	m2m:releaseVersion
	1
	No default
	This parameter is set to the release version that the primitive complies with

	Vendor Information
	xs:string
	0..1
	No default
	This parameter is used to convey vendor specific information. No procedures are defined

	NOTE 1:
Default handling is the request handling procedure on a Transit/Hosting CSE when the request parameter is not included in a request primitive. This is not applicable for mandatory parameters which are marked as 'M' in
Table 7.2.1.1‑1.

NOTE 2:
The From parameter shall be present for all requests except for <AE> CREATE where it is optional.


-----------------------End of change 1-------------------------------------------

-----------------------Start of change 2-------------------------------------------

7.4.13
Resource Type <group>

7.4.13.1
Introduction

The <group> resource represents a group of resources of the same or mixed types. The <group> resource can be used to do bulk manipulations on the resources represented by the memberIDs attribute. The <group> resource contains an attribute that represents the members of the group and a virtual resource (the <fanOutPoint>) that allows operations to be applied to the resources represented by those members. The detailed description can be found in clause 9.6.13 in oneM2M TS‑0001 [6].

Table 7.4.13.1‑1: Data type definition of <group> resource

	Data Type ID
	File Name
	Note

	group
	CDT-group-V3_14_0.xsd
	


Table 7.4.13.1‑2: Universal/Common Attributes of <group> resource
	Attribute Name
	Request Optionality 

	
	Create
	Update

	@resourceName
	O
	NP

	resourceType
	NP
	NP

	resourceID
	NP
	NP

	parentID
	NP
	NP

	accessControlPolicyIDs
	O
	O

	creationTime
	NP
	NP

	expirationTime
	O
	O

	lastModifiedTime
	NP
	NP

	labels
	O
	O

	announceTo
	O
	O

	announcedAttribute
	O
	O

	dynamicAuthorizationConsultationIDs
	O
	O

	creator
	O
	NP


Table 7.4.13.1‑3: Resource Specific Attributes of <group> resource
	Attribute Name
	Request Optionality
	Data Type
	Default Value and Constraints

	
	Create
	Update
	
	

	memberType
	O
	NP
	m2m:memberType
	Default value is set to 'MIXED'

	specializationType
	O
	NP
	m2m:specializationType
	No default

	currentNrOfMembers
	NP
	NP
	xs:nonNegativeInteger
	No default
(This is generated by the Hosting CSE and limited by the maxNrOfMembers attribute of the <group> resource)

	maxNrOfMembers
	M
	O
	xs:positiveInteger
	No default

	memberIDs
	M
	O
	list of xs:anyURI
	No default
This list may contain no members

	membersAccessControlPolicyIDs
	O
	O
	m2m:listOfURIs
	No default

	memberTypeValidated
	NP
	NP
	xs:boolean
	No default
(This is generated by the Hosting CSE)

	consistencyStrategy
	O
	NP
	m2m:consistencyStrategy
	Default value is set to 'ABANDON_MEMBER'

	groupName
	O
	O
	xs:string
	No default

	semanticSupportIndicator
	NP
	NP
	xs:boolean
	No default
(This is generated by the Hosting CSE and the value shall be true when this attribute is present)

	notifyAggregation
	O
	O
	m2m:batchNotify
	No default

	somecastEnable
	O
	O
	xs:boolean
	

	somecastAlgorithm
	O
	O
	m2m:somecastAlgorithm
	Default value is set to ‘ROUND_ROBIN’


Table 7.4.13.1‑4: Child resources of <group> resource

	Child Resource Type
	Child Resource Name
	Multiplicity
	Ref. to in Resource Type Definition

	<subscription>
	[variable]
	0..n
	Clause 7.4.8

	<semanticDescriptor>
	[variable]
	0..n
	Clause 7.4.34

	<fanOutPoint>
	fopt
	1
	Clause 7.4.14

	<semanticFanOutPoint>
	sfop
	0..1
	Clause 7.4.35

	<transaction>
	[variable]
	0..n
	Clause 7.4.61


7.4.13.2
<group> resource specific procedures for CRUD operations

7.4.13.2.0
Introduction

This clause describes <group> resource specific procedure on Resource Hosting CSE for CRUD operations.

7.4.13.2.1
Create

Originator:

If an Originator is creating a <group> containing members which are themselves of type <group>, the Originator shall add the suffix '/fopt' to a member ID if the Originator wants to fan-out group requests to each member of that sub‑<group>, else the Originator shall not suffix the '/fopt' to that member ID.
For a group of resources of the same resourceType the originator shall set the memberType attribute to the type of resource desired. If the originator wants to create a group of the same specialized type of <flexContainer> resource then memberType shall be set to “flexContainer” and specializationType shall be set to the containerDefinition for the specialized type. If the originator wants to create a group of the same specialization of <mgmtObj>, memberType shall be set to "mgmtObj" and specializationType shall be set to the mgmtDefinition for the specialized type. If the originator wants to create a group with a variety of specialized resources the specializationType attribute shall be empty.
Receiver:

Primitive-specific operations after Recv-6.4 "Check validity of resource representation for the given resource type" and before Recv-6.5 "Create/Update/Retrieve/Delete/Notify operation is performed". See clause 7.2.2.2.

1) Validate the provided attributes. The receiver shall also check that the number of URIs present in the memberIDs attribute of the group resource representation does not exceed the maximum as specified by the maxNrOfMembers attribute. If the maximum is exceeded, the request shall be rejected with a Response Status Code indicating the "MAX_NUMBER_OF_MEMBER_EXCEEDED" error. If there are duplicate members in the memberIDs attribute then the duplicate members are removed before creation of the <group> resource.
If the memberType attribute of the <group> resource is not "MIXED", the Hosting CSE shall also verify that all the member IDs, including sub-groups, in the attribute memberIDs of the <group> resource representation provided in the request shall conform to the memberType of the group resource. To validate a resource type of a member, the Hosting CSE shall check the resourceType attribute of the resource which is indicated by the member ID. If the specializationType attribute is set in the request, the Hosting CSE shall verify that all the member IDs, including sub-groups, in the memberIDs attribute of the <group> resource representation provided in the request conform to that specializationType. To check the resourceType and specializationType attributes, the Hosting CSE may retrieve the member resources. When a member is a virtual resource other than a <fanOutPoint>, the Hosting CSE shall check the resourceType attribute of the parent resource. If the resource type of the parent allows this child virtual resource type, the Hosting CSE checks whether the virtual resource type matches with the memberType attribute of the group. If they match, then the Hosting CSE considers that the virtual member resource is validated. If the resourceType cannot be retrieved due to lack of privilege, the request shall be rejected with a Response Status Code indicating the "RECEIVER_HAS_NO_PRIVILEGE" error.

2) In the case that the <group> resource contains fanOutPoints of sub-group member resources (i.e. a memberID of a sub-group member is suffixed with /fopt), the receiver shall retrieve the memberType of each sub-group member resources to validate the memberType. If the memberType cannot be retrieved due to lack of privilege, the request shall be rejected with a Response Status Code indicating "RECEIVER_HAS_NO_PRIVILEGE". If the sub-group member resources are temporarily unreachable, the receiver shall set the memberTypeValidated attribute of the <group> resource to false and return the result to the originator in the response of the request. As soon as any unreachable sub-group resource becomes reachable, the receiver shall perform the memberType validation procedure. Upon unsuccessful validation, the receiver shall delete the <group> resource if the consistencyStrategy of the <group> resource is ABANDON_GROUP, or remove the inconsistent members from the <group> resource if the consistencyStrategy attribute is ABANDON_MEMBER, or set the memberType attribute of the <group> resource to "MIXED" if the consistencyStrategy attribute is SET_MIXED.

3) The memberTypeValidated attribute shall be set to true if all the members have been validated successfully. If a member validation for the memberType of the <group> resource is unsuccessful, then the Hosting CSE shall perform the following:

a)
If the consistencyStrategy of the <group> resource is ABANDON_GROUP then the request shall be rejected with a Response Status Code indicating the "GROUP_MEMBER_TYPE_INCONSISTENT" error.

b)
If the consistencyStrategy of the <group> resource is ABANDON_MEMBER then remove the inconsistent members and create the <group> resource and the memberTypeValidated attribute shall be set to true.

c)
If the consistencyStrategy of the <group> resource is SET_MIXED then set the memberType attribute of the <group> resource to "MIXED" and create the <group> resource and the memberTypeValidated attribute shall be set to true.

After Recv-6.7 "Create a success response", the receiver shall perform multicast group creation procedure if the group-hosting CSE supports multicast. See clause 7.5.3.1.
7.4.13.2.2
Retrieve

No primitive specific operations.

7.4.13.2.3
Update

Originator:

If the Originator intends to update the memberIDs attribute, and there are some members which are themselves of type <group>, the Originator shall add the suffix the '/fopt' to a member ID if the Originator wants to fan-out group requests to each member of that sub-<group>, else the Originator shall not suffix the '/fopt' to that member ID.

Receiver: 

Primitive specific operations after Recv-6.4 "Check validity of resource representation for the given resource type" and before Recv-6.5 "Create/Update/Retrieve/Delete/Notify operation is performed". See clause 7.2.2.2.
4) If there are duplicate members in the memberIDs attribute of the request then the duplicate members are removed before updating the <group> resource. If the memberType attribute of the <group> resource is not "MIXED", the Hosting CSE shall verify that all the member IDs, including sub-groups, in the attribute memberIDs of the <group> resource representation provided in the request shall conform to the memberType of the <group> resource. Virtual member resource validation shall be done as specified in the group creation procedure (clause 7.4.13.2.1). If the specializationType attribute was set in the <group> resource, the Hosting CSE shall verify that all of the member IDs, including sub-groups, in the memberIDs attribute of the <group> resource representation provided in the request conform to that specializationType.
5) In the case that the <group> resource contains fanOutPoints of sub-group member resources (i.e. a memberID of a sub-group member is suffixed with /fopt), the Receiver shall retrieve the memberType of each sub-group member resource to validate the memberType. If the memberType cannot be retrieved due to lack of privilege, the request shall be rejected with a Response Status Code indicating "RECEIVER_HAS_NO_PRIVILEGE" error. If the sub-group member resources are temporarily unreachable, the receiver shall set the memberTypeValidated attribute of the <group> resource to false and return the result to the originator in the response of the request. As soon as any unreachable sub-group resource becomes reachable, the receiver shall perform the memberType validation procedure. The Originator may get to know the validation result by subscribing to the created resource if the memberTypeValidated attribute is false. Upon unsuccessful validation, the receiver shall delete the <group> resource if the consistencyStrategy of the <group> resource is ABANDON_GROUP, or remove the inconsistent members from the <group> resource if the consistencyStrategy attribute is ABANDON_MEMBER, or set the memberType attribute of the <group> resource to "MIXED" if the consistencyStrategy attribute is SET_MIXED.

6) The memberTypeValidated attribute shall be set to true if all the members have been validated successfully. If a member validation for the memberType of the <group> resource is unsuccessful, then the Hosting CSE shall perform the following:

a) If the consistencyStrategy of the <group> resource is ABANDON_GROUP then the request shall be rejected with a Response Status Code indicating "GROUP_MEMBER_TYPE_INCONSISTENT" error.

b) If the consistencyStrategy of the <group> resource is ABANDON_MEMBER then remove the inconsistent members and update the <group> resource and the memberTypeValidated attribute shall be set to true.

c) If the consistencyStrategy of the <group> resource is SET_MIXED then set the memberType attribute of the <group> resource to "MIXED" and update the <group> resource and the memberTypeValidated attribute shall be set to true.

7) Primitive-specific operation: The Hosting CSE shall check whether the number of members in the request's memberIDs attribute exceeds the limitation of maxNrOfMembers. The Hosting CSE shall also check whether the value provided in the maxNrOfMembers attribute is smaller than the currentNrOfMembers attribute value. If any of the condition is true, the Hosting CSE shall reject the request with Response Status Code indicating "MAX_NUMBER_OF_MEMBER_EXCEEDED" error.

After Recv-10.0 "Send Response Primitive", the receiver shall perform multicast group UPDATE procedure if the group-hosting CSE supports multicast. See clause 7.5.3.2.
7.4.13.2.4
Delete

After Recv-10.0 "Send Response Primitive", the receiver shall perform multicast group DELETE procedure if the group-hosting CSE supports multicast. See clause 7.5.3.3.
-----------------------End of change 2-------------------------------------------

-----------------------Start of change 3-------------------------------------------

6.3.4.2.X
m2m:somecastAlgorithm
Used for the somecastAlgorithm attribute of the <group> resource.
Table 6.3.4.2.Y‑1: Interpretation of somecastAlgorithm
	Value
	Interpretation
	Note

	1
	ROUND_ROBIN
	

	2
	WEIGHTED_ROUND_ROBIN
	

	3
	LEAST_WORK_LOAD
	

	4
	RANDOM
	

	NOTE:
See clause 7.4.13 "Resource Type group" and clause 7.4.14 “Resource Type fanoutPoint”.


-----------------------End of change 3-------------------------------------------

-----------------------Start of change 4-------------------------------------------

7.4.14
Resource Type <fanOutPoint>

7.4.14.1
Introduction

The <fanOutPoint> resource is a virtual resource because it does not have a representation. It is the child resource of a <group> resource. Whenever a request is sent to the <fanOutPoint> resource, the request is fanned out to each of the members of the <group> resource indicated by the memberIDs attribute of the <group> resource. The responses (to the request) from each member are then aggregated and returned to the Originator. The detailed description can be found in clause 9.6.14 in oneM2M TS-0001 [6].

There are no common attributes, resource specific attributes or xsd file to <fanOutPoint> resource because it is a virtual resource.

A <fanOutPoint> is addressed in the following way:

· Using a hierarchical URI formed by taking the structured or unstructured resource identifier of the parent <group> and appending the string /fopt to that URI.

This hierarchical URI can be extended by appending further path elements beyond the place where /fopt/ occurs. A request sent to such a URI is not fanned out to the group members, but instead it is fanned out to the resources located by taking the hierarchical URI of each group member in turn and then appending the additional path elements to that URI.

For example, if /IN-CSE-0001/myGroup were a group with members:

· /IN-CSE-0001/m1 and

· /IN-CSE-0001/m2

then a request sent to /IN-CSE-0001/myGroup/fopt/x/y would be fanned out to:

· /IN-CSE-0001/m1/x/y and

· /IN-CSE-0001/m2/x/y

The additional path elements can reference virtual resources, for example if m1 and m2 were both <container> resources then a request sent to /IN-CSE-0001/myGroup/fopt/la would be fanned out to the most recent <contentInstance> child resource of both m1 and m2.

If the memberIDs m1 and m2 are themselves the fanOutPoints of <group> resources (i.e. suffixed with /fopt), a request sent to /IN-CSE-0001/myGroup/fopt will be fanned out to all the members of m1 and all members of m2.
7.4.14.2
<fanOutPoint> operations

7.4.14.2.1
Validate the type of resource to be created

If this is a CREATE request and the memberType attribute of the addressed parent group resource is not "MIXED", the group-hosting CSE may check whether the type of resource to be created is a valid and compatible child resource type of the group members. If they are not consistent, the request shall be rejected with a Response Status Code indicating "INVALID_CHILD_RESOURCE_TYPE" error.
7.4.14.2.2
Sub-group creation for members residing on the same CSE

The group-hosting CSE shall obtain URIs of addressed resources from the attribute memberIDs of the parent <group> resource. The group-hosting CSE may determine that multiple member resources belong to the same remote member hosting CSE, and may act as an Originator to request to create a sub-group containing the specific multiple member resources in that member hosting CSE. This sub-group is created in the member hosting CSE as described in clause 7.4.13.2.1. The To parameter of this group Create request shall be <memberHosting cseBase>/<groupHosting remoteCse>/ or <memberHosting cseBase>/. The group-hosting CSE shall also provide From parameter (i.e. group-hosting CSE) and sub-group resource representation that contains a memberIDs attribute with all the members residing on the addressed member Hosting CSE. The sub-group representation may include the attribute accessControlPolicyIDs, so that both the group-hosting CSE and all permissions of the original group apply to this sub-group. The ID of the sub-group may be proposed by the group-hosting CSE and accepted by the member-hosting CSE or it may be given by the member-hosting CSE.
The memberIDs attribute of the parent <group> does not get updated in the case where the group-hosting CSE decides to create a sub-group.

If there is already a sub-group resource defined in the remote member hosting CSE, then the group-hosting CSE may utilize the existing sub-group resource. If the group-hosting CSE decides to re-use an existing sub-group, it shall check that the members of this sub-group are still members of the parent <group>.

If the group-hosting CSE creates a sub-group it should delete the sub-group when it determines that it is no longer needed.
7.4.14.2.3
Assign URI for aggregation of notification

If the request is to create a <subscription> resource, the group-hosting CSE shall validate the request to check whether it contains a notificationForwardingURI attribute or not. If it does not, the group-hosting CSE shall forward it to the group members. If it does, the group-hosting CSE shall assign a new URI to the notificationURI attribute of the <subscription> in the requests before forwarding it to the group members. This new URI shall address the group-hosting CSE so that it can receive and aggregate Notifications from those subscriptions.

7.4.14.2.4
Fan out Request to each member

If the parent group has no members, the group-hosting CSE shall reject the request with the Response Status Code indicating "NO_MEMBERS".
If the request to be fanned out does not contain a Group Request Identifier already, the group-hosting CSE shall generate a unique group request identifier and store this group request identifier locally.
If the Request contains a Group Request Identifier parameter, the member-hosting CSE shall compare the Group Request Identifier parameter to the Group Request Identifier stored locally. If a match is found, the member-hosting CSE shall reject the request with the Response Status Code indicating "GROUP_REQUEST_IDENTIFIER_EXISTS" error in the Response primitive. Otherwise, the member-hosting CSE shall continue with the operations according to the Request and store the Group Request Identifier parameter locally.
If the request contains a Group Request Target Members parameter, and if any of the member IDs in this parameter is not present in the memberIDs list of the parent group or any of its sub-group's memberIDs lists then the request shall be rejected with BAD_REQUEST Response Status Code. Otherwise the group-hosting CSE shall fan out the request to members contained in the Group Request Target Members parameter only.
If the request contains a Group Somecast Target Number parameter, the group-hosting CSE shall check that the value of this parameter is less than the total number of group members, that a Group Request Target Members parameter is not also present in the request, and that the somecastEnable attribute of the targeted <group> resource is set to TRUE. If any these conditions are not met, then the group-hosting CSE shall reject the request with the Response Status Code indicating “BAD_REQUEST”. Otherwise, the group-hosting CSE shall select a subset of the group members based on the algorithm defined in the somecastAlgorithm attribute of the parent <group> resource and fan out the request to these selected group members only. 
The group-hosting CSE shall then perform the following steps for each member:
a)
The primitive parameters From and To shall be mapped to the primitive parameters of the corresponding Request to be sent out to each member of the group. The primitive parameter From shall be used directly. The primitive parameter To (i.e. <URI of group resource>/fopt) shall be replaced by resource identifiers present in the memberIDs attribute of the group resource. Any additional relative address that was appended to .../fopt in the original Request shall be appended to each To URI. The group-hosting CSE shall execute "Compose Request primitives". In addition, the group-hosting CSE shall include the unique group request identifier as a primitive parameter in the Request.

b)
"Send the Request to the receiver CSE".

c)
"Wait for Response primitives".

The procedures between group-hosting CSE and member-hosting CSEs shall comply with the corresponding creation procedures as described in clause 7. The detailed procedures are according to the type of Resource provided in the Request primitive. 

-----------------------End of change 4-------------------------------------------
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