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Introduction

This contribution provides input about introduction to GDPR and PIPA. 
-----------------------Start of change 1-------------------------------------------
X
Technologies for Handling of Privacy Information
This section introduces several well known algorithms and privacy models for protection of personal information.
x.1
Pseudonymisation Techniques
According to Article 4, paragraph 5 of the GDPR
 ‘pseudonymisation’ means the processing of personal data in such a manner that the personal data can no longer be attributed to a specific data subject without the use of additional information, provided that such additional information is kept separately and is subject to technical and organisational measures to ensure that the personal data are not attributed to an identified or identifiable natural person; Several pseudonymization techniques are introduced below.
x.1.1
Heuristic Pseudonymization
It is a method of hiding detailed personal information by replacing the values ​​corresponding to identifiers with some predetermined rules or by processing them according to the judgment of the person.
For example, replace name information with a generalized name such as James or Sophia, or replace institution information with Korea, the United States, or Earth. This will be done by setting rules in advance. All data is processed in the same way, making it easy for users to use and understand.
x.1.2
Data Masking
The standard for pseudonymization is known as data masking. By replacing sensitive data with virtual but realistic data, it helps reduce data risks while preserving data utilities. Examples of data masking are shown in the table below. 

	Before
	After

	Last Name
	Credit Card
	Last Name
	Credit Card

	James
	4234-5678-9128-4567
	Schmidt
	4876-5432-1987-6543

	Davis
	3213-4567-8901-2345
	Fowler
	3456-7890-1234-5678


Masked data shall not break application integrity. It shall meet the same business rules as real data(e.g., masked ages are still in the same age group. The zip code has the same geographic variance. Credit card checksums are correctly calculated to ensure that the application running for masked data is performed as if the masked data are real and that there is no limit to the user’s ability to use the application appropriately.

x.2
Anonymization Techniques
Anonymization is the processing of personal information into an unrecoverable state so that a particular individual is not identifiable. In IoT system that collects and analyzes large data and obtains useful information, in order to protect sensitive personal information, there is a need for anonymization technique that lowers personal identification of data.
Data anonymization is a method of protecting personal information and securing privacy through the aggregation of raw data. Since the concept of k-anonymity, the l-diversity and t-proximity -closeness, s-uniformity, and so on. Anonymization removes identifiers and anonymizes quasi-identifiers for privacy protection of sensitive attributes.
The following subsections present the privacy models and how to process anonymization.
x.2.1
Data Anonymization Algorithms
Data pseudonymization has the potential to be re-identifiable, therefore, data annonymization needs to be applied for data that should not be reidentifiable. In this sections, well known algorisms for data anonymization are introduced. 
k-Anonymity: Basic model for privacy protection.
K-anonymity allows the same value to exist at least k in a given data set so that it is not easily combined with other information. A part of the data set is modified and all records have k-1 or more records that are identical to (not distinguished) themselves. Linking cannot be performed with confidence > 1/k. Sensitive attributes are not considered in this model. 
Normally k-anonymity can be implemented by generalization and suppression.

	Original data

	Age
	Gender
	Zipcode

	42
	Female
	53715

	42
	Female
	55410

	77
	Male
	90210

	32
	Male
	02274

	32
	Male
	02237


	2-Anonymization

	
	Birth
	Gender
	Zipcode

	Group1
	40-49
	Female
	5****

	
	40-49
	Female
	5****

	Suppressed
	77
	Male
	90210

	Group2
	30-39
	Male
	022**

	
	30-39
	Male
	022**



	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	


The generalization technique is to replace attribute values ​​with more generalized values. The k-anonymity condition can be achieved by converting the value of each attribute to a value on a more generalized domain. The greater the generalization, the more easily the k-anonymity will be met, but if the data table is modified too severely, no useful information will be available. 
Suppression means removing values from the information table completely; suppression removes all attribute of the cell, so more information is lost when compared to generalization. Remove all details, so only suppression is applied to major characteristics; data suppression does not result in a dangerous attack.It can be applied to row level column levels and to entire cells.








L-Diversity:
This privacy model is that records that are de-identified together in a given data set have at least l different sensitive information (in the same set). It defends attacks by homogeneity attacks and background knowledge, which are two attacks on k-anonymity. This model constitutes a equivalence class with sufficiently diverse (more than l) sensitive information in the de-identification process.
Original data
	Non-Senstive
	Senstive

	Age
	Gender
	Zipcode
	Disease

	22
	Female
	02900
	Diarrhea

	20
	Female
	02274
	Anemia

	
	
	
	

	
	
	
	

	51
	Female
	53032
	Diarrhea

	
	
	
	

	
	
	
	

	41
	Male
	53001
	Flu

	39
	Male
	02150
	Anemia

	31
	Female
	02585
	Flu

	
	
	
	

	
	
	
	


2-divirsity
	Non-Senstive Data
	Senstive Data

	Age
	Gender
	Zipcode
	Disease

	0-40
	*
	02***
	Diarrhea

	
	
	
	

	0-40
	*
	02***
	Anemia

	
	
	
	

	
	
	
	

	40-80
	*
	53***
	Diarrhea

	40-80
	*
	53***
	Flu

	
	
	
	

	
	
	
	

	0-40
	*
	02***
	Flu

	0-40
	*
	02***
	Anemia

	
	
	
	


The table above is an example of medical data that are de-identified by the 3-diversity model. Sensitivity information, the disease name is mixed enough to protect against attacks.
T-Closeness:
This privacy model can also be used to protect data from attribute disclosure. It requires that the distributions of values of a sensitive attribute within each equivalence class must have a distance of not more than t to the distribution of the attribute values in the input dataset. 
Even if the k-anonymity and l-diversity are satisfied, if the sensitive information distribution of the combination is different from the distribution of the other combinations, the sensitive information is leaked due to the distribution difference. The idea is to make two distances less than the threshold t. In this case, the method used to calculate the distance between the two distributions uses the Earth Mover's Distance (EMD) used in statistics.
The table below shows anonymized data sets. The red areas show relatively similar salaries compared to the overall distribution (30-110): the attacker can infer an approximate salary and the disease properties indicate that everyone is vulnerable to the stomach disease. The T-closseness model defines excessive differences in the distribution between the equivalence class and the entire data set as a weakness of the l-diversity model and prevents similar values ​​from pooling.
	Non-Senstive Data
	Senstive Data

	Age
	Gender
	Zipcode
	Disease
	Salary

	0-40
	*
	02***
	Gastric ulcer
	30

	
	
	
	
	

	0-40
	*
	02***
	Chronic gastritis
	50

	40-80
	*
	53***
	Acute gastritis
	60

	40-80
	*
	53***
	Diarrhea
	110

	
	
	
	
	

	
	
	
	
	

	0-40
	*
	02***
	Flu
	90

	0-40
	*
	02***
	Chronic gastritis
	100


t-closeness
	Non-Senstive Data
	Senstive Data

	Age
	Gender
	Zipcode
	Disease
	Salary

	0-40
	*
	02***
	Gastric ulcer
	30

	
	
	
	
	

	0-40
	*
	02***
	Diarrhea
	90

	40-80
	*
	53***
	Acute gastritis
	60

	40-80
	*
	53***
	Diarrhea
	110

	0-40
	*
	02***
	Chronic gastritis
	50

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	0-40
	*
	02***
	Chronic gastritis
	100


The green part of the table above is a homogeneous set. Since the distribution of salaries is 30 to 90, there is no significant difference from the entire distribution of salaries(30-110). Diarrhea items also make it difficult to infer certain diseases.
δ-Disclosure privacy:
This privacy model can also be used to protect data against attribute disclosure. It also enforces a restriction on the distances between the distributions of sensitive values but uses a multiplicative definition which is stricter than the definition used by t-closeness.

β-Likeness:
This privacy model is related to t-closeness and δ-disclosure privacy and it can also be used to protect data against attribute disclosure. It aims to overcome limitations of prior models by restricting the relative maximal distance between distributions of sensitive attribute values, also considering positive and negative information gain.

δ-Presence:
This model can be used to protect data from membership disclosure. A dataset is (δmin, δmax)-present if the probability that an individual from the population is contained in the dataset lies between δmin and δmax. In order to be able to calculate these probabilities, users need to specify a population table.
Given an external (public) background knowledge P, and a private table T; δ = (δmin , δmax )-presence holds for a generalization T* of T if δmin ≤ Pr(t Є T | T* ,P) ≤ δmax for every t Є P.

	
	Public Data(P)

	
	Name
	Zipcode
	Age
	Nationality
	Sen

	1
	Alia
	47096
	35
	USA
	0

	2
	Ben
	47093
	59
	Canada
	1

	3
	Catarina
	47096
	42
	USA
	1

	4
	David
	47630
	18
	Brazil
	0

	5
	Euria
	47630
	22
	Brazil
	0

	6
	Franck
	47633
	63
	Peru
	1

	7
	Gary
	48973
	33
	Spain
	0

	8
	Hailey
	48972
	47
	Bulgaria
	1

	9
	Ivan
	48970
	52
	France
	1


	
	Private Data(T)

	
	Zipcode
	Age
	Nationality

	2
	47093
	59
	Canada

	3
	47096
	42
	USA

	6
	47633
	63
	Peru

	8
	48972
	47
	Bulgaria

	9
	48970
	52
	France



δ-Presence can be generalized from the table above. A generalization T* of T is a nonoverlapping generalization with respect to P if – every tuple in P can be mapped onto at most one equivalence class in T* .
	
	Public Data(P)

	
	Name
	Zipcode
	Age
	Nationality
	Sen

	1
	Alia
	47096
	35
	USA
	0

	2
	Ben
	47093
	59
	Canada
	1

	3
	Catarina
	47096
	42
	USA
	1

	4
	David
	47630
	18
	Brazil
	0

	5
	Euria
	47630
	22
	Brazil
	0

	6
	Franck
	47633
	63
	Peru
	1

	7
	Gary
	48973
	33
	Spain
	0

	8
	Hailey
	48972
	47
	Bulgaria
	1

	9
	Ivan
	48970
	52
	France
	1


	
	Private Data(T*)

	
	Zipcode
	Age
	Nationality

	2
	47***
	*
	America

	3
	47***
	*
	America

	6
	47***
	*
	America

	8
	48***
	*
	Europe

	9
	48***
	*
	Europe




	
	Public Data(P*)

	
	Name
	Zipcode
	Age
	Nationality
	Sen

	1
	Alia
	47***
	*
	America
	0

	2
	Ben
	47***
	*
	America
	1

	3
	Catarina
	47***
	*
	America
	1

	4
	David
	47***
	*
	America
	0

	5
	Euria
	47***
	*
	America
	0

	6
	Franck
	47***
	*
	America
	1

	7
	Gary
	48***
	*
	Europe
	0

	8
	Hailey
	48***
	*
	Europe
	1

	9
	Ivan
	48***
	*
	Europe
	1


	
	Private Data(T*)

	
	Zipcode
	Age
	Nationality

	2
	47***
	*
	America

	3
	47***
	*
	America

	6
	47***
	*
	America

	8
	48***
	*
	Europe

	9
	48***
	*
	Europe


*
Let T* be a non-overlapping generalization of T with respect to P. Then T* is δ-present, if for each equivalence class of the corresponding P*:
δmin ≤ (# of 1s in Sen.) / |ec| ≤ δmax
The values in the above tabel are Pr(t a Є T | T*) = 0.5 and Pr(t g Є T | T*) = 0.66.
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