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Introduction
This CR adds support for the <softwareCampaign> resource introduced in TS-0001 for Release 4. 
R01:

· Updated m2m:softwareStatus definition
-----------------------Start of change 1-------------------------------------------
7.4.XX
Resource Type <softwareCampaign>
7.4. XX.1
Introduction

The <softwareCampaign> resource provides policies and rules for the management of software by a Hosting CSE. A <softwareCampaign> resource is used to trigger a Hosting CSE to install, uninstall, activate or deactivate software via the creation and management of [software] specialization(s) by the Hosting CSE. An AE can create <softwareCampaign> resource(s) on a Hosting CSE to instruct the Hosting CSE to manage the software versions of its Registrees (e.g. MN/ASN-CSEs) on the AE’s behalf. For example, a service provider (e.g. IN-AE) can create <softwareCampaign> resource(s) on a Hosting CSE (e.g. IN-CSE) to install and manage software on one or more Registree CSEs or AEs of the Hosting CSE.  
Table 7.4.XX.1‑1: Data type definition of <softwareCampaign> resource

	Data Type ID
	File Name
	Note

	softwareCampaign
	CDT-softwareCampaign-v4_XX_0.xsd
	


Table 7.4.XX.1‑2: Universal/Common Attributes of <softwareCampaign> resource

	Attribute Name
	Request Optionality 

	
	Create
	Update

	@resourceName
	O
	NP

	resourceType
	NP
	NP

	resourceID
	NP
	NP

	parentID
	NP
	NP

	accessControlPolicyIDs
	O
	O

	creationTime
	NP
	NP

	expirationTime
	O
	O

	lastModifiedTime
	NP
	NP

	labels
	O
	O

	announceTo
	O
	O

	announcedAttribute
	O
	O

	announceSyncType
	O
	O

	dynamicAuthorizationConsultationIDs
	O
	O

	owner
	O
	O


Table 7.4.XX.1‑3: Resource Specific Attributes of <softwareCampaign> resource

	Attribute Name
	Request Optionality 
	Data Type
	Default Value and Constraints

	
	Create
	Update
	
	

	softwareVersion
	M
	O
	xs:string
	

	softwareName
	M
	O
	xs:string
	

	softwareURL
	M
	O
	xs:anyURI
	

	softwareTargets
	M
	O
	m2m:listOfURIs
	

	softwareTriggerCriteria
	O
	O
	list of m2m:softwareTriggerCriteria
	

	softwareOperation
	M
	O
	m2m:listOfsoftwareOperation
	

	softwareLinks
	NP
	NP
	m2m:listOfURIs
	

	aggregatedSoftwareStatus
	NP
	NP
	m2m:softwareStatus
	

	individualSoftwareStatus
	NP
	NP
	list of m2m:individualSoftwareStatus
	


Table 7.4.XX.1‑4: Child Resources of <softwareCampaign> resource

	Child Resource Type
	Child Resource Name
	Multiplicity
	Ref. to Resource Type Definition

	<subscription>
	[variable]
	0..n
	Clause 7.4.8

	<transaction>
	[variable]
	0..n
	Clause 7.4.61

	<schedule>
	[variable]
	0..n
	Clause 7.4.9


7.4. XX.2
<softwareCampaign> resource specific procedures for CRUD operations
7.4.XX.2.0
Introduction

This clause describes <softwareCampaign> resource specific primitive behaviour for CRUD operations.

7.4.XX.2.1
Create

Originator:

No change from the generic procedures in clause 7.2.2.1.

Receiver:

No change from the generic procedures in clause 7.2.2.2 with the following exceptions:
1) The Receiver shall check if any <node> resources referenced by the softwareTargets attribute within the request are present in the softwareTargets attribute of other <softwareCampaign> resources hosted by the Receiver and that have an aggregatedSoftwareStatus attribute with a value of “NOT_YET_STARTED” or “IN_PROGRESS”. If so, the Receiver shall return a response primitive with a Response Status Code indicating "BAD_REQUEST" error.
2) The Receiver shall check the existence and accessibility of the <node> resources referenced by the softwareTargets attribute.  If any of the referenced <node> resources do not exist or are not accessible by the Originator, then the Receiver shall return a response primitive with a Response Status Code indicating "BAD_REQUEST" error.
3) The Receiver shall check the existence and accessibility of the resources referenced by softwareTriggerCriteria attribute, if present. If any of the referenced resources do not exist or are not accessible by the Originator, the Receiver shall return a response primitive with a Response Status Code indicating "BAD_REQUEST" error.
4) The Receiver shall check the accessibility of the software package referenced by the URL attribute.  If the software package is not accessible, then the Receiver shall return a response primitive with a Response Status Code indicating "BAD_REQUEST" error.
5) Process the <softwareCampaign> resource as described in clause 10.2.28 of oneM2M TS-0001 [6] after Recv-6.7.

7.4.XX.2.2
Retrieve

Originator:

No change from the generic procedures in clause 7.2.2.1.

Receiver:

No change from the generic procedures in clause 7.2.2.2.

7.4.XX.2.3
Update

Originator:

Originator:

No change from the generic procedures in clause 7.2.2.1.
Receiver:

No change from the generic procedures in clause 7.2.2.2 with the following exceptions:
1) If the state of the aggregatedSoftwareStatus attribute of the resource is “NOT_YET_STARTED” or “IN_PROGRESS”, the Receiver shall return a response primitive with a Response Status Code indicating "BAD_REQUEST" error.

2) The Receiver shall check if any <node> resources referenced by the softwareTargets attribute within the request are present in the softwareTargets attribute of another <softwareCampaign> resource hosted by the Receiver and that has an aggregatedSoftwareStatus attribute with a value of “NOT_YET_STARTED” or “IN_PROGRESS”. If so, the Receiver shall return a response primitive with a Response Status Code indicating "BAD_REQUEST" error.
3) The Receiver shall check the existence and accessibility of the <node> resources referenced by the softwareTargets attribute.  If any of the referenced <node> resources do not exist or are not accessible by the Originator, then the Receiver shall return a response primitive with a Response Status Code indicating "BAD_REQUEST" error.
4) The Receiver shall check the existence and accessibility of the resources referenced by softwareTriggerCriteria attribute, if present. If any of the referenced resources do not exist or are not accessible by the Originator, the Receiver shall return a response primitive with a Response Status Code indicating "BAD_REQUEST" error.
5) The Receiver shall check the accessibility of the software package referenced by the URL attribute.  If the software package is not accessible, then the Receiver shall return a response primitive with a Response Status Code indicating "BAD_REQUEST" error.
6) Process the <softwareCampaign> resource as described in clause 10.2.28 of oneM2M TS-0001 [6] after Recv-6.7.

7.4.XX.2.4
Delete

Originator:

No change from the generic procedures in clause 7.2.2.1.

Receiver:

No change from the generic procedures in clause 7.2.2.2 with the following exceptions:
1) If the state of the aggregatedSoftwareStatus attribute of the resource is “IN_PROGRESS”, the Receiver, based on local policy, shall either complete processing or pre-empt and cancel the software management operation that is in progress.  
2) The Receiver may delete any [software] specialization(s) associated with this <softwareCampaign> resource (i.e. the [software] specialization(s) linked through the softwareLinks attribute).  
-----------------------End of change 1-------------------------------------------

-----------------------Start of change 2-------------------------------------------

6.3.4
oneM2M enumerated data types
6.3.4.2
Enumeration type definitions
6.3.4.2.x
m2m:softwareOperation
Used for the softwareOperation attribute of the <softwareCampaign> resource.

Table 6.3.4.2.x‑1: Interpretation of softwareOperation
	Value
	Interpretation
	Note

	1
	INSTALL
	

	2
	UNINSTALL
	

	3
	ACTIVATE
	

	4
	DEACTIVATE
	

	NOTE:



6.3.4.2.x
m2m:softwareStatus

Used for the aggregatedsoftwareStatus attribute of the <softwareCampaign> resource.

Table 6.3.4.2.x‑1: Interpretation of softwareStatus
	Value
	Interpretation
	Note

	1
	NOT_YET_STARTED
	

	2
	IN_PROGRESS
	

	3
	COMPLETED
	

	4
	ERROR
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	NOTE:



6.3.5
Complex data types

6.3.5.x
m2m:softwareTriggerCriteria
Used for the softwareTriggerCriteria attribute of the <softwareCampaign>.

Table 6.3.5.x‑1: Type Definition of m2m:softwareTriggerCriteria
	Element Path
	Element Data Type 
	Multiplicity
	Note

	subjectResourceID
	xs:anyURI
	1
	

	evalCriteria
	m2m:evalCriteria
	1
	


6.3.5.x
m2m:individualSoftwareStatus
Used for the individualSoftwareStatus attribute of the <softwareCampaign> resource.

Table 6.3.5.x‑1: Type Definition of m2m:individualSoftwareStatus
	Element Path
	Element Data Type 
	Multiplicity
	Note

	softwareResourceID
	xs:anyURI
	1
	

	softwareStatus
	m2m:softwareStatus
	1
	


-----------------------End of change 2-------------------------------------------

-----------------------Start of change 3-------------------------------------------

6.3.4.2.1
m2m:resourceType

Table 6.3.4.2.1‑1: Interpretation of resourceType

	Value
	Interpretation
	Note

	1
	accessControlPolicy
	

	2
	AE
	

	3
	Container
	

	4
	contentInstance
	

	5
	CSEBase
	

	6
	Delivery
	

	7
	eventConfig
	

	8
	execInstance
	

	9
	group
	

	10
	locationPolicy
	

	11
	m2mServiceSubscriptionProfile
	

	12
	mgmtCmd
	

	13
	mgmtObj
	

	14
	node
	

	15
	pollingChannel
	

	16
	remoteCSE
	

	17
	request
	

	18
	schedule
	

	19
	serviceSubscribedAppRule
	

	20
	serviceSubscribedNode
	

	21
	statsCollect
	

	22
	statsConfig
	

	23
	subscription
	

	24
	semanticDescriptor
	

	25
	notificationTargetMgmtPolicyRef
	

	26
	notificationTargetPolicy
	

	27
	policyDeletionRules
	

	28
	flexContainer
	

	29
	timeSeries
	

	30
	timeSeriesInstance
	

	31
	role
	

	32
	token
	

	33
	void
	

	34
	dynamicAuthorizationConsultation
	

	35
	authorizationDecision
	

	36
	authorizationPolicy
	

	37
	authorizationInformation
	

	38
	ontologyRepository
	

	39
	ontology
	

	40
	semanticMashupJobProfile
	

	41
	semanticMashupInstance
	

	42
	semanticMashupResult
	

	43
	AEContactList
	

	44
	AEContactListPerCSE
	

	45
	localMulticastGroup
	

	46
	multimediaSession
	

	47
	triggerRequest
	

	48
	crossResourceSubscription
	

	49
	backgroundDataTransfer
	

	50
	transactionMgmt
	

	51
	transaction
	

	52
	ontologyMapping
	

	53
	ontologyMappingAlgorithm
	

	54
	ontologyMappingAlgorithmRepository
	

	55
	reasoningJobInstance
	

	56
	reasoningRules
	

	57
	semanticRuleRepository
	

	58
	flexContainerInstance
	

	XX
	softwareCampaign
	

	10001
	accessControlPolicyAnnc
	

	10002
	AEAnnc
	

	10003
	containerAnnc
	

	10004
	contentInstanceAnnc
	

	10009
	groupAnnc
	

	10010
	locationPolicyAnnc
	

	10013
	mgmtObjAnnc
	

	10014
	nodeAnnc
	

	10016
	remoteCSEAnnc
	

	10018
	scheduleAnnc
	

	10024
	semanticDescriptorAnnc
	

	10028
	flexContainerAnnc
	

	10029
	timeSeriesAnnc
	

	10030
	timeSeriesInstanceAnnc
	

	10033
	void
	

	10034
	dynamicAuthorizationConsultationAnnc
	

	10038
	ontologyRepositoryAnnc
	

	10039
	ontologyAnnc
	

	10040
	semanticMashupJobProfileAnnc
	

	10041
	semanticMashupInstanceAnnc
	

	10042
	semanticMashupResultAnnc
	

	10046
	multimediaSessionAnnc
	

	10052
	ontologyMappingAnnc
	

	10053
	ontologyMappingAlgorithmAnnc
	

	10054
	ontologyMappingAlgorithmRepositoryAnnc
	

	10055
	reasoningJobInstanceAnnc
	

	10056
	reasoningRulesAnnc
	

	10057
	semanticRuleRepositoryAnnc
	

	100XX
	softwareCampaignAnnc
	

	NOTE:
See clause 6.4.1
Request primitive parameter data types.


-----------------------End of change 3-------------------------------------------

-----------------------Start of change 4-------------------------------------------

6.3.4.2.11
m2m:memberType

Used for the memberType attribute of the  <group> resource.

Table 6.3.4.2.11‑1: Interpretation of memberType

	Value
	Interpretation
	Note

	0
	mixed
	A mixture of all the resource types (except mixed itself).

	1
	accessControlPolicy
	

	2
	AE
	

	3
	container
	

	4
	contentInstance
	

	5
	CSEBase
	

	6
	delivery
	

	7
	eventConfig
	

	8
	execInstance
	

	9
	group
	

	10
	locationPolicy
	

	11
	m2mServiceSubscription
	

	12
	mgmtCmd
	

	13
	mgmtObj
	

	14
	node
	

	15
	pollingChannel
	

	16
	remoteCSE
	

	17
	request
	

	18
	schedule
	

	19
	serviceSubscribedAppRule
	

	20
	serviceSubscribedNode
	

	21
	statsCollect
	

	22
	statsConfig
	

	23
	subscription
	

	24
	semanticDescriptor
	

	25
	notificationTargetMgmtPolicyRef
	

	26
	notificationTargetPolicy
	

	27
	policyDeletionRules
	

	28
	flexContainer
	

	29
	timeSeries
	

	30
	timeSeriesInstance
	

	31
	role
	

	32
	token
	

	33
	void
	

	34
	dynamicAuthorizationConsultation
	

	35
	authorizationDecision
	

	36
	authorizationPolicy
	

	37
	authorizationInformation
	

	38
	ontologyRepository
	

	39
	ontology
	

	40
	semanticMashupJobProfile
	

	41
	semanticMashupInstance
	

	42
	semanticMashupResult
	

	43
	AEContactList
	

	44
	AEContactListPerCSE
	

	46
	multimediaSession
	

	47
	triggerRequest
	

	48
	crossResourceSubscription
	

	49
	backgroundDataTransfer
	

	50
	transactionMgmt
	

	51
	transaction
	

	52
	ontologyMapping
	

	53
	ontologyMappingAlgorithm
	

	54
	ontologyMappingAlgorithmRepository
	

	55
	reasoningJobInstance
	

	56
	reasoningRules
	

	57
	semanticRuleRepository
	

	58
	flexContainerInstance
	

	XX
	softwareCampaign
	

	10001
	accessControlPolicyAnnc
	

	10002
	AEAnnc
	

	10003
	containerAnnc
	

	10004
	contentInstanceAnnc
	

	10009
	groupAnnc
	

	10010
	locationPolicyAnnc
	

	10013
	mgmtObjAnnc
	

	10014
	nodeAnnc
	

	10016
	remoteCSEAnnc
	

	10018
	scheduleAnnc
	

	10024
	semanticDescriptorAnnc
	

	10028
	flexContainerAnnc
	

	10029
	timeSeriesAnnc
	

	10030
	timeSeriesInstanceAnnc
	

	10033
	void
	

	10034
	dynamicAuthorizationConsultationAnnc
	

	10038
	ontologyRepositoryAnnc
	

	10039
	ontologyAnnc
	

	10040
	semanticMashupJobProfileAnnc
	

	10041
	semanticMashupInstanceAnnc
	

	10042
	semanticMashupResultAnnc
	

	10046
	multimediaSessionAnnc
	

	10052
	ontologyMappingAnnc
	

	10053
	ontologyMappingAlgorithmAnnc
	

	10054
	ontologyMappingAlgorithmRepositoryAnnc
	

	10055
	reasoningJobInstanceAnnc
	

	10056
	reasoningRulesAnnc
	

	10057
	semanticRuleRepositoryAnnc
	

	100XX
	softwareCampaignAnnc
	

	20001
	oldest
	

	20002
	latest
	

	20003
	mashup
	

	NOTE:
See clause 7.4.13 "Resource Type group".


-----------------------End of change 4-------------------------------------------

-----------------------Start of change 5-------------------------------------------

6.5.4
announceableResource

6.5.4.1
Description
This type definition includes the universal and common attributes used by oneM2M resource types that are capable of being announced. In addition to the attributes of a regularResource, it includes (as optional) the common attributes that are used by the announcement mechanism.

6.5.4.2
Reference
See Table 6.3.6‑2.

6.5.4.3
Usage

This type is used by the following resource types:

<AE>, <container>, <group>, <locationPolicy>, <node>, <remoteCSE>, <semanticDescriptor>, <timeSeries>, <ontologyRepository>, <ontology>, <ontologyMapping>, <ontologyMappingAlgorithm>, <ontologyMappingAlgorithmRepository>, <semanticMashupJobProfile>, <semanticMashupInstance>, <semanticMashupResult>, <multimediaSession>, <schedule>, <semanticRuleRepository>, <reasoningRules>, <reasoningJobInstance>, <softwareCampaign>. 

It is also used by the specializations of <mgmtObj>.
6.5.5
announcedResource

6.5.5.1
Description

This type definition includes the universal and common attributes used by a resource that is announcing an announceable resource. In addition to the attributes of a regularResource, it includes (as optional) the link common attribute.

6.5.5.2
Reference

See Table 6.3.6‑2.

6.5.5.3
Usage

This type is used by the following resource types:

<AEAnnc>, <containerAnnc>, <groupAnnc>, <locationPolicyAnnc>, <nodeAnnc>, <remoteCSEAnnc>, <semanticDescriptorAnnc>, <[flexContainer]Annc>, <timeSeriesAnnc>, <ontologyRepositoryAnnc>, <ontologyAnnc>, <ontologyMappingAnnc>, <ontologyMappingAlgorithmAnnc>, <ontologyMappingAlgorithmRepositoryAnnc>, <semanticMashupJobProfileAnnc>, <semanticMashupInstanceAnnc>, <semanticMashupResultAnne>, <multimediaSessionAnnc>,<scheduleAnnc>, <semanticRuleRepositoryAnnc>, <reasoningRulesAnnc>, <reasoningJobInstanceAnnc>, <softwareCampaignAnnc>.
It is also used by the xxxAnnc variants of the <mgmtObj> specializations.

-----------------------End of change 5-------------------------------------------

-----------------------Start of change 6-------------------------------------------

8.2.3
Resource attributes

In protocol bindings, resource attributes names shall be translated into short names shown in the following tables.

…

Table 8.2.3‑6: Resource attribute short names (6/6)

	Attribute Name
	Occurs in
	Short Name

	…
	…
	…

	sofwtareVersion
	firmware, software, token, softwareCampaign
	swvr

	softwareName
	software, softwareCampaign
	swnm

	softwareURL
	firmware, software, softwareCampaign
	swur

	softwareTargets
	softwareCampaign
	swts

	softwareTriggerCriteria
	softwareCampaign
	swtc

	softwareOperation
	softwareCampaign
	swop

	softwareLinks
	softwareCampaign
	swlk

	aggregatedSoftwareStatus
	softwareCampaign
	asws

	individualSoftwareStatus
	softwareCampaign
	isws


-----------------------End of change 6-------------------------------------------

-----------------------Start of change 7-------------------------------------------

8.2.4
Resource types

In protocol bindings resource type names shall be translated into short names of Table 8.2.4‑1.

Table 8.2.4‑1: Resource and specialization type short names

	Resource Type Name
	Short Name

	…
	…

	softwareCampaign
	swcm


-----------------------End of change 7-------------------------------------------

-----------------------Start of change 8-------------------------------------------

7.4.26
Announced resource types
7.4.26.1
Introduction

Instances of certain resource types can be announced by the Hosting CSE to one or more remote CSEs to inform the remote CSEs of the existence of the original resource instance. Table 7.4.26.1‑1 lists the resource types which are announceable together with its resource type identifier and the name of the XSD file that specifies its data type.

Resource-specific attributes of a resource type may be declared announceable (mandatory or optional) or not announceable. Clause 9.6 in oneM2M TS-0001 [6] defines which attributes of each resource type are announceable.

The universal/common attributes of an announced resource type are listed in Table 7.4.26.1‑2, together with their request optionality in Create and Update requests (see clause 7.4.1). The announced resource includes a common attribute link which represents a link to the original resource hosted by the original resource-Hosting CSE.

The child resources applicable to each announced resource type are listed in Table 9.6.26.1-1 of oneM2M TS-0001 [6].
Table 7.4.26.1-1: Data type definition of announced Resource types

	Data Type ID
	File Name
	Note

	accessControlPolicyAnnc
	CDT-accessControlPolicy-v4_0_0.xsd
	

	remoteCSEAnnc
	CDT-remoteCSE-v4_0_0.xsd
	

	AEAnnc
	CDT-AE-v4_0_0.xsd
	

	containerAnnc
	CDT-container-v4_0_0.xsd
	

	[flexContainer]Annc
	See Annex J and oneM2M TS-0023 [40]
	Announced variants of flexContainer specializations

	contentInstanceAnnc
	CDT-contentInstance-v4_0_0.xsd
	

	scheduleAnnc
	CDT-schedule-v4_0_0.xsd
	

	locationPolicyAnnc
	CDT-locationPolicy-v4_0_0.xsd
	

	groupAnnc
	CDT-group-v4_0_0.xsd
	

	nodeAnnc
	CDT-node-v4_0_0.xsd
	

	semanticDescriptorAnnc
	CDT-semanticDescriptor-v4_0_0.xsd
	

	timeSeriesAnnc
	CDT-timeSeries-v4_0_0.xsd
	

	timeSeriesInstanceAnnc
	CDT-timeSeriesInstance-v4_0_0.xsd
	

	ontologyRepositoryAnnc
	CDT-ontologyRepository-v4_0_0.xsd
	

	ontologyAnnc
	CDT-ontology-v4_0_0.xsd
	

	semanticMashupJobProfileAnnc
	CDT-semanticMashupJobProfile-v4_0_0.xsd
	

	semanticMashupInstanceAnnc
	CDT-semanticMashupInstance-v4_0_0.xsd
	

	semanticMashupResultAnnc
	CDT-semanticMashupResult-v4_0_0.xsd
	

	genericInterworkingServiceAnnc
	CDT-genericInterworkingService-v4_0_0.xsd
	

	genericInterworkingOperationInstanceAnnc
	CDT-genericInterworkingOperationInstance-v4_0_0.xsd
	

	svcObjWrapperAnnc
	CDT-svcObjWrapper-v4_0_0.xsd
	

	svcFwWrapperAnnc
	CDT-svcFwWrapper-v4_0_0.xsd
	

	allJoynAppAnnc
	CDT-allJoynApp-v4_0_0.xsd
	

	allJoynSvcObjectAnnc
	CDT-allJoynSvcObject-v4_0_0.xsd
	

	allJoynInterfaceAnnc
	CDT-allJoynInterface-v4_0_0.xsd
	

	allJoynMethodAnnc
	CDT-allJoynMethod-v4_0_0.xsd
	

	allJoynMethodCallAnnc
	CDT-allJoynMethodCall-v4_0_0.xsd
	

	allJoynPropertyAnnc
	CDT-allJoynProperty-v4_0_0.xsd
	

	multimediaSessionAnnc
	CDT-multimediaSession-v4_0_0.xsd
	

	ontologyMappingAnnc
	CDT-ontologyMapping-v4_0_0.xsd
	

	ontologyMappingAlgorithmAnnc
	CDT-ontologyMappingAlgorithm-v4_0_0.xsd
	

	ontologyMappingAlgorithmRepositoryAnnc
	CDT-ontologyMappingAlgorithmRepository-v4_0_0.xsd
	

	semanticRuleRepositoryAnnc
	CDT-semanticRuleRepository-v4_0_0.xsd
	

	reasoningRulesAnnc
	CDT-reasoningRules-v4_0_0.xsd
	

	reasoningJobInstanceAnnc
	CDT-reasoningJobInstance-v4_0_0.xsd
	

	softwareCampaignAnnc
	CDT-softwareCampaign-v4_0_0.xsd
	


-----------------------End of change 8-------------------------------------------

-----------------------Start of change 9-------------------------------------------

8.2.5
Complex data types members

In protocol bindings complex data types member names shall be translated into short names of Table 8.2.5-1.

Table 8.2.5‑1: Complex data type member short names

	Member Name
	Occurs in
	Short Name

	…
	…
	…

	subjectResourceID
	softwareTriggerCriteria
	srid

	evalCriteria
	softwareTriggerCriteria
	evcr

	softwareResourceID
	individualSoftwareStatus
	swid

	softwareStatus
	individualSoftwareStatus
	swst


-----------------------End of change 9-------------------------------------------
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