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1
Scope

The present document gives example of message flow and procedures on how device management will be performed using oneM2M defined primitives and procedures.
2
References

The following text block applies. 

References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references,only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.

2.1
Normative references

As a Technical Report (TR) is entirely informative it shall not list normative references.
The following referenced documents are necessary for the application of the present document.
Not applicable.

2.2
Informative references
Clause 2.2 shall only contain informative references which are cited in the document itself.

The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[i.1]
oneM2M Drafting Rules (http://www.onem2m.org/images/files/oneM2M-Drafting-Rules.pdf) 
3
Definitions, symbols and abbreviations

Delete from the above heading the word(s) which is/are not applicable.
3.1
Definitions

Clause numbering depends on applicability.

· A definition shall not take the form of, or contain, a requirement. 

· The form of a definition shall be such that it can replace the term in context. Additional information shall be given only in the form of examples or notes (see below). 

· The terms and definitions shall be presented in alphabetical order. 
For the purposes of the present document, the [following] terms and definitions [given in ... and the following] apply:

Definition format

<defined term>: <definition>

If a definition is taken from an external source, use the format below where [N] identifies the external document which must be listed in Section 2 References.
<defined term>[N]: <definition>

example 1: text used to clarify abstract rules by applying them literally

NOTE:
This may contain additional information.

3.2
Symbols

Clause numbering depends on applicability.

For the purposes of the present document, the [following] symbols [given in ... and the following] apply:

Symbol format

<symbol>
<Explanation>

<2nd symbol>
<2nd Explanation>

<3rd symbol>
<3rd Explanation>

3.3
Abbreviations

Abbreviations should be ordered alphabetically.

Clause numbering depends on applicability.

For the purposes of the present document, the [following] abbreviations [given in ... and the following] apply:

Abbreviation format

ARIB
Association of Radio Industries and Businesses
ATIS
Alliance for Telecommunications Industry Solutions
CCSA
China Communications Standards Association 
ETSI
European Telecommunications Standards Institute

TIA
Telecommunications Industry Association,
TSDSI
Telecommunications Standards Development Society
TTA
Telecommunications Technology Association
TTC
Telecommunication Technology Committee
<ABBREVIATION1>
<Explanation>

<ABBREVIATION2>
<Explanation>

<ABBREVIATION3>
<Explanation>

4
Conventions, 

The key words “Shall”, ”Shall not”, “May”, ”Need not”, “Should”, ”Should not” in this document are to be interpreted as described in the oneM2M Drafting Rules [i.1]
5
Device management over the service layer

5.1
Introduction

oneM2M uses <mgmtObj> resource for device management. For device management  over the service layer, the <mgmtObj> that is used for the management of the manged entity is located at different places in case of the characteristic of the managed entity. In either of the case, there exists one driver or client on the managed entity that observes the update of the <mgmtObj> resource to perform management operation.

For ASN, MN and IN which has CSE, the <mgmtObj> is hosted on the corresponding ASN-CSE, MN-CSE and IN-CSE as child resource of the <node> resource that represents the ASN, MN and IN. The managed entity observes the <mgmtObj> directly to perform the management operation.

For ADN, the <mgmtObj> resource is hosted on the registrar CSE of the ADN-AE as child resource of the <node> resource that represents the ADN. The ADN-AE in this case should subscribe the <mgmtObj> resources under the corresponding <node> resource to receive notifications on any update of the <mgmtObj> resource. The ADN which is the managed entity in this case further perform the management operation based on the notifications received.

For NoDN, the <mgmtObj> resource is hosted on the CSE which is NoDN is connected to. As NoDN is not an oneM2M defined entity, the connection between NoDN and the CSE is out of scope of oneM2M and is implementation specific. In this case, the <mgmtObj> resource on the CSE under the corresponding <node> resource should be monitored to determine if any management operation need to be performed. This part is implementation specific and is out of scope of oneM2M as well.

5.2
Use case

An application want to retrieve the current  avaiable memory of the device. In this case, the specialization of <mgmtObj> memory is used Annex D.4 of [1]. In the memory specialization, memAvailable is the attribute that contains the required information. The application can get to know the available memory by retrieving the resource.
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Figure: 5.2-1: Use case for management
5.3
Architecture

5.3.1
Management of ASN, MN and IN
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Figure: 5.3.1-1: Architecture for management of IN,MN,ASN
In the architecture for management of IN, MN and ASN. As those Managed Entities has their own CSE and has the capability to host oneM2M resources. When using device management over the service layer, the [memory] resource is directly hosting under the <node> resource of the CSEBase. In this case, the <node> resource represents the IN, MN, ASN themselves.

The Driver is the software that interacts with the memory of the device that acquires the total memory and available memory from the system.

In this case, the [memory] specialization is modified by Driver using internal interface. The modification may be done periodically or some other policies which is out of scope of oneM2M standard.

Whenever the AE issues retrieve to the [memory] specialization, the value from the resource is returned.
5.3.2
Management of ADN
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Figure: 5.3.2-1: Architecture for management of ADN

In the architecture of management of ADN, the [memory] specialization is hosted on the Registrar CSE of the ADN. According to the supported configuration of oneM2M architecture, the Registrar CSE could be IN-CSE or MN-CSE.

In this case, the <node> resource hosted under the CSEBase of the Registrar CSE represents the ADN which is the managed entity. The driver gets the memory information using internal interfaces and make the ADN-AE updates the memory value to the [memory] specialization over the Mca reference point. The update over Mca is triggered periodically or based on the policy of the ADN which is implementation specific.
5.3.3
Management of NoDN
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Figure: 5.3.3-1: Architecture for management of NoDN

In the architecture of management of NoDN, the [memory] specialization is hosted on the connection point of NoDN. The connection point is the entity that the NoDN is connected to. The entity has the adaptor that shares the same network protocol with NoDN.

In this case, the <node> resource hosted under the CSEBase represents the NoDN. And the connection between Driver and the CSE is out of scope of oneM2M. It may be Bluetooth, ZigBee or even proprietary.

The update of the memory information happens over the interface between driver and CSE which is out of scope of oneM2M.
5.4
Procedures

5.4.1
Management of ASN, MN and IN
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Figure: 5.4.1-1: Procedures for management of IN, MN, ASN
001: The AE send an oneM2M Retrieve primitive to the ResourceID of [memory] resource.

002: The CSE receives the Retrieve primitive and triggers the Driver to acquire the current available memory value, update the [memory] resource.

003: The CSE responds the AE with the representation of the [memory] resource.

Note: The AE could also subscribe the [memory] resource to get the notification on the update of the [memory] resource.

The [memory] resource is this case is locally created before hand by the Hosting CSE using internal interfaces.
5.4.2
Management of ADN


[image: image7.emf]AE ADN

001: Retrieve [memory]

002: Internal memory 

acquire which is 

implementation 

specific

003: Response with 

the representation of 

[memory]

Registrar CSE 

of ADN-AE

002: Internal memory 

acquire which is 

implementation 

specific

004:Update [memory]

004: Update [memory]

005: OK

005: OK


Figure: 5.4.2-1: Procedures for management of ADN
001: The AE sends Retrieve request to Registrar CSE of ADN-AE. Requesting the [memory] resource.

003: The Registrar CSE responds with the representation of the [memory] resource.

002: The ADN internally acquires the available memory information.

004: The ADN-AE updateds the [memory] resource using Mca reference point.

005: Update successful

Note that 001, 003 and 002, 004 don’t have a specific order. The ADN is updating the [memory] resource periodically. In 003, the Registrar CSE is responding always the current resource.

Subscritpion and notification could also be used by the AE to monitor the current status of the [memory] resource.

The [memory] resource in this case is created by ADN-AE.

5.4.3
Management of NoDN
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Figure: 5.4.3-1: Procedures for management of NoDN
001: The AE sends Retrieve request to connecton point of NoDN. Requesting the [memory] resource.

003: The CSE of the connection point responds with the representation of the [memory] resource.

002: The NoDN internally acquires the available memory information.

004: The NoDN updateds the [memory] resource using protocol that is non-oneM2M.

Note that 001, 003 and 002, 004 don’t have a specific order. The NoDN is updating the [memory] resource periodically. In 003, the Registrar CSE is responding always the current resource.

The [memory] resource in this case is created by NoDN via non oneM2M interface.

5.5
Implementation

5.5.1
Introduction

In implementation,  the current document is using HTTP binding and Json serialization as examples. 

MemoryResourceID stands for the Unstructured-Resource-ID of the [memory] resource.

CAE001 is the AE-ID used in the example

192.168.1.1:8080 is used as the IP address and port number of the Registrar/Hosting CSE

SP-relative-resource-id is used.
5.5.2
Management of ASN, MN and IN

	Step
	Message Example

	001
	GET /~/CSE-ID/MemoryResourceID HTTP/1.1

Host: 192.168.1.1:8080

X-M2M-RI: 1234
X-M2M-Origin: CAE001

Accept: application/vnd.onem2m-res+json

	002
	HTTP/1.1 200 OK

X-M2M-RI : 1234

X-M2M-RSC : 2000
{
"m2m:mgo" : {
 "ri":"MemoryResourceID",
"ct":"20161129T121550",
"et":"20181231T235959",
"lt":"20161130T152341",
"ty":13,
"st":0,
"rn":"memory", 
"mgd":1003, 
"mma":800, 
"mmt":1024
}
}


5.5.3
Management of ADN

	Step
	Message Example

	001
	Same as 001 in 5.5.2

	002
	Same as 002 in 5.5.2

	004
	PUT /~/CSE-ID/MemoryResourceID HTTP/1.1

Host: 192.168.1.1:8080

X-M2M-RI: 123

Content-Type: application/vnd.onem2m-res+json

X-M2M-Origin: CAE001
{"m2m:mgo":{"mma":600}}

	005
	HTTP1.1 200 OK

X-M2M-RI: 123

X-M2M-RSC : 2004


5.5.4
Management of NoDN
001 and 003 is the same as in clause 5.5.2.

002 and 004is protocol specific and even proprietary, thus it’s out of scope of oneM2M.
6
Device management using external management technologies
6.1
Introduction

In the case of device management using external management technologies such as OMA DM, LWM2M or BBF TR069. All management is done through IN-CSE, since only the IN-CSE has the capability to talk to the Management Server. Therefore, in this case, all <node> resource that represents the managed entity is hosted under the <CSEBase> of IN-CSE. The manged entity may be IN, MN, ASN, ADN or NoDN. Then the <mgmtObj> that is used for management is hosted as the child resource of <node> resource. The attribute objectIDs and objectPaths of the <mgmtObj> are set in this case to map to the external management objects.
6.2
Use case

An application want to retrieve the current  avaiable memory of the device. In this case, the specialization of <mgmtObj> memory is used Annex D.4 of [1]. In the memory specialization, memAvailable is the attribute that contains the required information. The application can get to know the available memory by retrieving the resource.
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Figure: 6.2-1: Use case for management
6.3
Architecture
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Figure: 6.3-1: Architecture for management using external technology
In the case of management using external management technology, all management related resources are hosted on the IN-CSE. IN-CSE interacts with Management Server through ms interface and triggers the Management Server to send management commands to Managed Entity through the mc interface. mc and ms interface is defined by external management technology or implementation specific which is out of scope of oneM2M.

The Management Server may be deployed together with the IN-CSE, in this case, the IN-CSE directly sends out management commands through mc interface. The Management Server may be deployed separated from the IN-CSE, in this case, the IN-CSE need to send commands to Management Server to tell the Management Server to send out management commands. ms interface may be implementation specific.
6.4
Procedures
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Figure: 6.4-1: Procedures for management to ADN
001: AE retrieves [memory] resource specialization from IN-CSE.

002: On receiving the request, the IN-CSE sends management command to managed entity using external management technology.

003: On the managed entity, the driver aquires the memory information.

004: The managed entity responds with aquired memory information over the mc interface.

005: The IN-CSE updates the [memory] resource and respond the retrieve request with the representation of [memory] resource.
6.5
Implementation

In the implementation, the document is using LWM2M as the external management technology.

	Step
	Message Example

	001
	GET /~/CSE-ID/MemoryResourceID HTTP/1.1

Host: 192.168.1.1:8080

X-M2M-RI: 3454
X-M2M-Origin: CAE001

Accept: application/vnd.onem2m-res+json

	002
	CoAP

· Method: 0.01 (GET)

· Uri-Host: IP address of Managed Entity
· Uri-Path: /3/0/10
· Payload: empty

	003
	CoAP

· Response Code = 2.05 (OK)

· Content-format: text/plain; charset=utf-8

· Payload: 800

	005
	HTTP

X-M2M-RI : 3454
X-M2M-RSC : 2000

{
"m2m:mgo" : {
 "ri":"MemoryResourceID",
"ct":"20161129T121550",
"et":"20181231T235959",
"lt":"20161130T152341",
"ty":13,
"st":0,
"rn":"memory", 
"mgd":1003, 
"mma":800, 
"mmt":1024
}
}
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