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1	Scope
[bookmark: _Toc300919385]The document is analysing existing AI/ML technologies that can be resourced into oneM2M architecture. The document is also investigating potential AI/ML service use cases that use data collected in the oneM2M system. The study on existing AI/ML technologies and use cases are further analysed in this document to understand what features are supported and unsupported by the oneM2M system. Based on the result of this technical report, it will identify potential requirements and key features to enable AI/ML in the oneM2M system.
[bookmark: _Toc85490426]2	References
The following text block applies. 
References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references,only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.
[bookmark: _Toc300919386][bookmark: _Toc85490427]2.1	Normative references
As a Technical Report (TR) is entirely informative it shall not list normative references.
The following referenced documents are necessary for the application of the present document.
Not applicable.
[bookmark: _Toc300919387][bookmark: _Toc85490428]2.2	Informative references
Clause 2.2 shall only contain informative references which are cited in the document itself.
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[i.1]	oneM2M Drafting Rules  (http://member.onem2m.org/Static_pages/Others/Rules_Pages/oneM2M-Drafting-Rules-V1_0.doc)
[i.2]	“Large scale labelled video data augmentation for semantic segmentation in driving scenarios”, Ignas Budvytis, Patrick Sauer, Thomas Roddick, Kesar Breen, Roberto Cipolla; Proceedings of the IEEE International Conference on Computer Vision (ICCV), 2017, pp. 230-237
[i.3]	[Mobility Trend Vol.1] Last Mile: The last leg of a journey (https://news.hyundaimotorgroup.com/Article/Last-Mile-The-last-leg-of-a-journey) 
[i.4]	Metaverse from Wikipedia (https://en.wikipedia.org/wiki/Metaverse)  
[i.5]	Metarverse is coming and it’s a very big deal from Forbs (https://www.forbes.com/sites/cathyhackl/2020/07/05/the-metaverse-is-coming--its-a-very-big-deal/?sh=67e8eb52440f) 



[bookmark: _Toc300919388][bookmark: _Toc85490429]3	Definition of terms, symbols and abbreviations
Delete from the above heading the word(s) which is/are not applicable.
[bookmark: _Toc300919389][bookmark: _Toc85490430]3.1	Terms
Clause numbering depends on applicability.
A definition shall not take the form of, or contain, a requirement. 
The form of a definition shall be such that it can replace the term in context. Additional information shall be given only in the form of examples or notes (see below). 
The terms and definitions shall be presented in alphabetical order. 
For the purposes of the present document, the [following] terms and definitions [given in ... and the following] apply:
Definition format
<defined term>: <definition>
If a definition is taken from an external source, use the format below where [N] identifies the external document which must be listed in Section 2 References.
<defined term>[N]: <definition>
example 1: text used to clarify abstract rules by applying them literally
NOTE:	This may contain additional information.
[bookmark: _Toc300919390][bookmark: _Toc85490431]3.2	Symbols
Clause numbering depends on applicability.
For the purposes of the present document, the [following] symbols [given in ... and the following] apply:
Symbol format
<symbol>	<Explanation>
<2nd symbol>	<2nd Explanation>
<3rd symbol>	<3rd Explanation>
[bookmark: _Toc300919391][bookmark: _Toc85490432]3.3	Abbreviations
Abbreviations should be ordered alphabetically.
Clause numbering depends on applicability.
For the purposes of the present document, the [following] abbreviations [given in ... and the following] apply:
Abbreviation format
<ABBREVIATION1>	<Explanation>
<ABBREVIATION2>	<Explanation>
<ABBREVIATION3>	<Explanation>
[bookmark: _Toc300919392]
[bookmark: _Toc85490433]4	Conventions 
The key words “Shall”, ”Shall not”, “May”, ”Need not”, “Should”, ”Should not” in this document are to be interpreted as described in the oneM2M Drafting Rules [i.1]
[bookmark: _Toc85490434]5	Introduction
Editor’s Note: This section summarises the contents of this Technical Report. 

[bookmark: _Toc85490435]6	AI/ML Technologies
Editor’s Note: The section provides information about existing AI/ML technologies and how such technologies can be used together with IoT technologies to support intelligent services to users. 

[bookmark: _Toc85490436]6.1	Overview of AI/ML 
Editor’s Note: The section introduces basic concept of AI/ML technologies. 
Artificial Intelligence (AI) is the ability of a computer program to learn and think. Everything can be considered Artificial intelligence if it involves a program performing functions that the intelligence of a human can do.
AI is frequently applied to the project of developing systems endowed with the intellectual processes characteristic of humans, such as the ability to reason, discover meaning, generalize, or learn from experience. 
On the other hand, Machine learning (ML) is a type of AI that allows software applications to become more accurate at predicting outcomes without being explicitly programmed to do so. ML algorithms use historical data as input to predict new output values. 
 
Advantages of using AI/ML
The advantages of AI applications are enormous and can revolutionize any professional sector. Below are a few of those:
· AI/ML drives down the time taken to perform a task. It enables multi-tasking and eases the workload for existing resources.
· AI/ML enables the execution of previously complex tasks without high cost outlays.
· AI/ML operates 24x7 without interruption or breaks and has no downtime.
· AI/ML augments the capabilities of differently-abled individuals.
· AI/ML has mass-market potential as it can be deployed across industries.
· AI/ML facilitates decision-making by making the process faster and smarter.

Applied areas
 AI/ML is used in various fields of technology that require automation and intelligence. Its fields of application are various such as Natural Language Generation, Speech Recognition, Machine Learning Platforms, Virtual Agents, Decision Management, AI Optimized Hardware, Deep Learning Platforms, Robotic Process Automation. 
  
Importance of AI/ML
AI/ML technology is crucial because it enables human capabilities – understanding, reasoning, planning, communication, and perception – to be undertaken by software increasingly effectively, efficiently, and at low cost.
Artificial intelligence can enhance things as simple as household appliances to medical neural networks that can diagnose diseases or perform operations. As society changes and embraces a more automated lifestyle, new jobs will be created to monitor, enhance, and repair these automated machines.

Data and AI/ML
ML is the link that connects Data Science and AI. That is because it is the process of learning from data over time. AI is the tool that helps an intelligent service gets results and solutions for specific problems. On the other hand, machine learning is what helps in achieving that goal using data.
  
IoT and AI/ML
AI-enabled IoT creates intelligent machines that simulate smart behaviour and supports decision making with little or no human interference. While IoT deals with managing devices and collecting data, AI/ML enables IoT to provide intelligent services using the collected data.

[bookmark: _Toc85490437]6.2	AI/ML and IoT 
Editor’s Note: The section introduces how AI/ML technologies can coexist with IoT technologies.  
[bookmark: _Toc85490438]6.2.1	Steps for AI/ML
Machine Learning gives devices the ability to learn from their experiences and improve themself without doing any coding. Machine Learning is the study of making machines more human-like in their behaviour and decisions by allowing them the ability to learn and develop their own programs. This can be done with minimum human intervention, i.e., no explicit programming. The learning process is automated and improved based on the experiences of the machines throughout the process. Good quality data is fed to the machines, and different algorithms are used to build ML models to train the machines on this data. The choice of algorithm depends on the type of data and activity that needs to be automated.
In traditional programming, the input data and a program are fed into a machine to generate output. When it comes to machine learning, input data and expected output are fed into the machine during the learning phase, and it works out a program for itself. To understand this better, refer to the Figure 6.2.1-1 below:
[image: Graphical user interface, application

Description automatically generated]Figure 6.2.1-1: Traditional programming vs. machine learning 


Several common terminologies of ML are follows: 
· Model: A machine learning model is the mathematical representation of a real-world process. A machine learning algorithm along with the training data builds a machine learning model.
· Feature: A feature is a measurable property or parameter of the data-set.
· Feature Vector: It is a set of multiple numeric features. We use it as an input to the machine learning model for training and prediction purposes.
· Training: An algorithm takes a set of data known as “training data” as input. The learning algorithm finds patterns in the input data and trains the model for expected results (target). The output of the training process is the machine learning model.
· Prediction: Once the machine learning model is ready, it can be fed with input data to provide a predicted output.
· Target (Label): The value that the machine learning model has to predict is called the target or label.
· Overfitting: When a massive amount of data trains a machine learning model, it tends to learn from the noise and inaccurate data entries. Here the model fails to characterise the data correctly.
· Underfitting: It is the scenario when the model fails to decipher the underlying trend in the input data. It destroys the accuracy of the machine learning model. In simple terms, the model or the algorithm does not fit the data well enough.

In order to perform ML, there are Seven Steps to take as follows: 
Step 1: Gathering data
For the purpose of developing our machine learning model, the first step would be to gather relevant data.  This step is very crucial as the quality and quantity of gathered data will have a direct impact to a model for prediction. Mistakes such as choosing the incorrect features or focusing on limited types of entries for the data set may render the model completely ineffective. 
Step 2: Data preparation
The next step is data preparation where the data is located in a place and then prepared for the use in the ML training. The data preparation step split the data sets into 2 parts. The larger part (~80%) is used for training the model while the smaller part (~20%) is used for evaluation purposes. This is important because using the same data sets for both training and evaluation would not give a fair assessment of the model’s performance in real world scenarios. Apart from the data split, additional steps are taken to refine the data sets. This could include removing duplicate entries, discarding incorrect readings etc.
Step 3: Choosing a model
The next step is to select a model among the many that researchers and data scientists have created over the year. There are various existing models developed by data scientists which can be used for different purposes. These models are designed with different goals in mind. For instance, some models are more suited to dealing with texts while another model may be better equipped to handle images. 
Step 4: Training
At the heart of the machine learning process is the training of the model. Bulk of the “learning” is done at this stage. The training step requires patience and experimentation. It is also useful to have knowledge of the field where the model would be implemented. For instance, if a machine learning model is to be used for identifying high risk clients for an insurance company, the knowledge of how the insurance industry operates would expedite the process of training as more educated guesses can be made during the iterations. Training can prove to be highly rewarding if the model starts to succeed in its role. This process then repeats and each cycle of updating is called one training step. 
Step 5: Evaluation
With the model trained, it needs to be tested to see if it would operate well in real world situations. That is why the part of the data set created for evaluation is used to check the model’s proficiency. This puts the model in a scenario where it encounters situations that were not a part of its training. Evaluation becomes highly important when it comes to commercial applications. Evaluation allows data scientists to check whether the goals they set out to achieve were met or not. If the results are not satisfactory then the prior steps need to be revisited so that root cause behind the model’s underperformance can be identified and, subsequently, rectified. If the evaluation is not done properly then the model may not excel at fulfilling its desired commercial purpose. 
Step 6: Parameter tuning
If the evaluation is successful, the next step is to perform parameter. This step tries to improve upon the positive results achieved during the evaluation step. There were a few parameters that were implicitly assumed when the training was done. Another parameter included is the learning rate that defines how far the line is shifted during each step, based on the information from the previous training step. These values all play a role in the accuracy of the training model, and how long the training will take.
Step 7: Prediction
ML basically answers questions using data. Therefore, the final step of the machine learning process is answer a question using prediction based on a developed model. This is the stage where the model is to be ready for practical applications. 
[bookmark: _Toc85490439]6.2.2	Data Augmentation
AI/ML algorithms have become a key standard for most vision and machine learning issues. Despite its general use and high performance for many applications, they have some disadvantages. A big problem with AI/DL methods is the size of the dataset to be used for training. Appropriate training methods require a large dataset. However, a large dataset may not be available for all problems. In this case, appropriate method refer as data augmentation is use to obtain a larger dataset from original dataset.
Data augmentation techniques artificially generate different versions of a real dataset by adding slightly modified copies of already existing data or newly created artificial data from existing data to increase its size. Data augmentation is useful to improve the performance and outcomes of machine learning models by forming new and different examples to train datasets. If the dataset in a machine learning model is rich and sufficient, the model performs better and is more accurate. 
These techniques enable machine learning models to be more robust by creating variations that the model may see in the real world. Without IoT platforms, AI applications directly take the dataset from the source devices such as CCTV and drones. Applications then apply data augmentation techniques to make a larger dataset. As many AI/ML applications use data augmentation techniques, they can reduce their tasks to manage training datasets by introducing data augmentation functions to IoT platforms. AI/ML applications take the small dataset of images and use data augmentation functions to transform the source images to different sizes by zooming in or zooming out, flipping them vertically or horizontally or changing the brightness or rotating whatever makes sense for the object, as shown in Figure 6.2.2-1. 
[image: ]
Figure 6.2.2-1: Data augmentation and IoT

Benefits of data augmentation include:
· Improving model prediction accuracy
· adding more training data into the models
· preventing data scarcity for better models
· reducing data overfitting and creating variability in data
· increasing generalization ability of the models
· helping resolve class imbalance issues in classification
· more
· Reducing costs of collecting and labeling data

There exist several basic but powerful data augmentation technicques that are widely used to increase the amount of data set. Followings are several well known data augmentation techniques (see Figure 6.2.2-2): 
1. Adding noise: For blurry images, adding noise on the image can be useful. By “salt and pepper noise”, the image looks like consisting of white and black dots
2. Cropping: A section of the image is selected, cropped and then resized to the original image size. 
3. Flipping: The image is flipped horizontally and vertically. In flipping, the pixels are rearrange while protecting features of image. Vertical flipping is not meaningful for some photos, but it can be useful for example cosmology or microscopic photos.
4. Rotation: The image is rotated by a degree between 0 and 360 degree. Every rotated image will be unique in the model. For example, the selected image can be rotated 45 degree. The value can from 359 ~ -359. In the random rotate case, two values, for example, 30, and 90 can be entered. Then a random degree between the two input parameters can be selected to rotate the image. Total number of images can be decided. In this case, the target image can be rotated to generate the given number of images. For example, input parameters A degree, B degree, 100 means that generates 100 images through rotating the source image between A and B degrees.
5. Scaling: The image is scaled outward and inward. An object in new image can be smaller or bigger than in the original image by scaling. For example, the image can be scaled below to 100% to 50% of the image height/width. In this case, a random value between 100% ~ 50% will be selected to resize the image.
6. Translation: The image is shifted into various areas along the x-axis or y-axis, so neural network looks everywhere in the image to capture it.
7. Brightness: The brightness of the image is changed and new image will be darker or lighter. This technique allows the model to recognize image in different lighting levels. The brightness of the image can be changed using different contrast. Depending on the selected contrast various input parameters should be selected, for example, 1. Contrast options, 2. Gamma contrast, 3. Sigmoid contrast, 4. Linear contrast, 5. Various contrast filter can be used.
8. Contrast: The contrast of the image is changed and new image will be different from luminance and colour aspects. The following image’s contrast is changed randomly.

                                        [image: 텍스트, 슬롯머신이(가) 표시된 사진

자동 생성된 설명]
Figure 6.2.2-2: Geometric transformations
9. Color space transformations – change RGB color channels, intensify any color. The color of image is changed by new pixel values (see Figure 6.2.2-3. (a)). 
10. Kernel filters (sharpen or blur an image): These are a very popular techniques in image processing to sharpen and blur images. These filters work by sliding an n × n matrix across an image with either a Gaussian blur filter, which will result in a blurrier image, or a high contrast vertical or horizontal edge filter which will result in a sharper image along edges (see Figure 6.2.2-3. (b)).
11. Random Erasing (delete a part of the initial image): It retains the overall structure of the object, only occluding some parts of object. Areas are re-assigned with random values, which can be viewed as adding noise to the image (see Figure 6.2.2-3. (c)).
12. Mixing images: Basically, this is a technique to mix images with one another. Might be counterintuitive but it work (see Figure 6.2.2-3. (d)).
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	(a) color space transformations
	(b) Kernel filters
	(c) Random erasing
	(d) Mixing images


Figure 6.2.2-3: Various data augmentation techniques

[bookmark: _Toc85490440]7	AI/ML Use Cases using IoT data
Editor’s Note: The section provides various AI/ML use cases using data from IoT service platforms.

[bookmark: _Toc85490441]7.1	Overview 
Editor’s Note: This sub-section introduces the summary of all the listed use cases in Section 7. 

[bookmark: _Toc85490442]7.2	Use case #1 – Data Augmentation for Autonomous Driving
Editor’s Note: The section introduces a AI/ML use case that uses IoT data. 
[bookmark: _Toc85490443]7.2.1	Description
AI/ML provides good solutions to various domains that need image classification recognition, such as CCTV and Home security cameras. Similarly, autonomous driving technologies use AI/ML to detect objects around a vehicle. Typically such AI/ML requires a vast amount of datasets to have an accurate result. However, many AI/ML services for autonomous driving still operates on limited size datasets. Even there exist many datasets to use, labelling each image by hand takes around an hour. Therefore, AI/ML services for autonomous driving use techniques for data augmentation to acquire a large number of datasets from limited size datasets. 
Applying data augmentation techniques to collected datasets require high computing power and large data storage. The autonomous driving application typically does not have such resources. IoT platforms serve the autonomous driving application can provide a common function for data augmentation. The application can offload their data augmentation tasks (e.g., applying image processing and storing large datasets) to IoT platforms. As many IoT services using AI/ML techniques require data augmentation function, the introduction of data augmentation function to IoT platforms benefits many intelligent IoT services.
Several reasons of data augmentation interest in autonomous driving are
· Limited size available dataset, e.g., road images, various objects
· The use of data augmentations helped to improve the results
· Sharing data is not easy due to data privacy regulations

[bookmark: _Toc85490444]7.2.2	Source
Large scale labelled video data augmentation for semantic segmentation in driving scenarios [i.2]
[bookmark: _Toc85490445]7.2.3	Actors
[bookmark: _Toc404088203][bookmark: _Toc404088679][bookmark: _Toc404089626][bookmark: _Toc404090100][bookmark: _Toc405548707][bookmark: _Toc405800150][bookmark: _Toc405801359][bookmark: _Toc405812737][bookmark: _Toc405813204][bookmark: _Toc405813675][bookmark: _Toc405816498][bookmark: _Toc405816971][bookmark: _Toc405817440][bookmark: _Toc405817910][bookmark: _Toc406056092][bookmark: _Toc435795437]This use case contains actors as follows: 
· Autonomous driving application: an application using developed AI/ML model
· AI/ML data management application: an application managing AI/ML image data 
· AI-enabled IoT platform: An IoT platform collects image data from various sources
AI/ML data management application builds a model for autonomous driving, and autonomous driving application uses the developed AI/ML model to make a decision on various driving situations such as when to stop, turn on/off engine. 
[bookmark: _Toc85490446]7.2.4	Pre-conditions
· The AI-enabled IoT platform holds a set of good quality image data for autonomous driving
· The AI-enabled IoT platform provides features to handle requested image augment techniques
· The amount of collected source images to build a model is not enough. 
[bookmark: _Toc85490447]7.2.5	Triggers
· AI/ML data management application requests to augment data to build AI/ML model for autonomous driving 
[bookmark: _Toc85490448]7.2.6	Normal Flow
Figure 7.2.9-1 illusrates the high-level flows of data augmentation for AI/ML use case, which consists of the following steps:
· Step 1: The AI/ML management application sends a request to the AI-enabled IoT platform to augment source images.  The request may include the following information: 
· Source images
· Data augmentation techniques to apply
· Additional information for a selected data augmentation technique, for example, the number of images to generate after applying the data augmentation technique. 
· Step 2: The AI-enabled IoT platform analyses the received request and stores retrieved information internally. Then the AI-enabled IoT platform applies the selected data augmentation technique and generates a set of augmented images. The IoT platform stores generated images with their own identifiers. 
· Step 3: The AI-enabled IoT platform returns the result to the AI/ML management application. The results may include a summary of the requested data augmentation, for example, the number of generated images, links to access such augmented images 
· Step 4: The autonomous driving application uses augmented dataset to build a model for autonomous driving, object detection, driving control etc. If the AI-enable IoT platform supports the generation of a model for autonomous driving, the application can download and use the model. Otherwise, the autonomous driving application build its own model using the augmented dataset. 
[bookmark: _Toc85490449]7.2.7	Alternative Flow
None
[bookmark: _Toc85490450]7.2.8	Post-conditions
The AI-enabled IoT platform has data set for the source images and augmented images from the source. 
[bookmark: _Toc85490451]7.2.9	High Level Illustration

[image: ]
Figure 7.2.9-1 Data augmentation for autonomous driving

[bookmark: _Toc85490452]7.2.10	Potential Requirements
1) The oneM2M System shall be able to handle data augmentation requests for AI/ML purposes.
2) The oneM2M System shall be able to generate augmented data resources from a given source data and data augmentation technique. 
3) The oneM2M System shall be able to manage data for AI/ML purposes such as model training and augmentation of training dataset. 
[bookmark: _Toc85490453]7.3	Use case #2 – Last Mile Delivery 
Editor’s Note: The section introduces a AI/ML use case that uses IoT data. 
[bookmark: _Toc85490454]7.3.1	Description
Last Mile is a term used in supply chain management and transportation planning to describe the last leg of a journey comprising the movement of people and goods from a transportation hub to a final destination. For example, when moving from your home (departure) to your office (destination), the travel between your home and your office through public transportation is First Mile, the short distance to your office is Last Mile [i.3]. 
In logistics, the first mile covers the area where the goods are sent from the provider, the hub terminal, and the sub terminal. Then, the last mile logistics service provider carries goods from the sub terminal to the consumer directly. Robots and autonomous vehicles are the ones that logistics companies are developing for the Last Mile delivery service. 
IoT and AI/ML technologies are considered playing a pivotal role in this area, Last Mile Delivery. IoT platform controlling and managing robots for last mile delivery collcects billions of gigabytes of structured and unstructured data everyday. AI/ML technologies harness this dataset to make build a good model for various decisions, which performed by human being. 
In the last mile delivery use case, a last mile robot picks up goods to deliver and navigates to the customer. The robot will need to learn to operate in more complex and varied environments with minimal or no human intervention. This requires extensive computing power and storages. This ranges from gathering data, defining object classes, labelling the data, and training a selected ML model in many environments and conditions. 
In order to make ML models work as expected, continuous maintaining of trained models is essential. Typically data is going to change over time. Even in the same building for the last mile delivery, the number of people and objects located in the building are changed over time. This means that a ML model built a week ago may not provide accurate predictions for a last mile robot. Therefore, continuous training of a model using new updated data is an essential part of the last mile delivery service using AI/ML. 
Therefore, such complex tasks are expected to be offloaded to an edge or cloud IoT platform where higher computing power and huge data storage can be supported. Also IoT platforms hold other data that can also be used for training. In this use case, IoT platform can provide the following functions: 
· Manage structured and unstructured data for training 
· Update trained model using new inputs everyday
· Classify AI/ML data into two parts, i.e., training and validating

[bookmark: _Toc85490455]7.3.2	Source
“Last Mile: The last leg of a journey” [i.3]
[bookmark: _Toc85490456]7.3.3	Actors
· Last mile delivery robot: a robot picks up and delivers goods
· Last mile delivery application: an application controls the last mile delivery robot, e.g., configuring locations for pick up and deliver
· AI-enabled IoT platform: An IoT platform stores data from the robot, classifies and manages data for training 
[bookmark: _Toc85490457]7.3.4	Pre-conditions
· The last mile delivery robot is energy and computing power constrained so that heavy computational tasks should be performed in IoT platforms. 
· The AI-enabled IoT platform holds a set of good quality training data for the last mile delivery service. 
[bookmark: _Toc85490458]7.3.5	Triggers
· Last mile delivery application configures delivery information to the robot and requests to start delivery.  
[bookmark: _Toc85490459]7.3.6	Normal Flow
Figure 7.3.9-1 illusrates the high-level flows of the last mile delivery use case, which consists of the following steps:
· Step 1: A new delivery order is digitally entered to an IoT platform
· Target location
· Pick up location
· Identifer of goods
· Goals to achieve (e.g., time, shortest path, security)
· Geo-fense information
· Step 2: The IoT platform selects a robot and notifies the order to deliver. 
· Step 3: The last mile delivery robot retrieves the order and loads the goods from the pick up location. 
· Step 4: The robot starts the delivery. While the robot routes to the destination, it capture data. The data is sent to the IoT platform for managing and processing for training. Such data can be used for updating the trained model to understand edges, many classes of fixed objects, path structures, etc. 
· Step 5: The robot delivers the goods to the destination place correctly, then returns to the stand-by location. 
[bookmark: _Toc85490460]7.3.7	Alternative Flow
None
[bookmark: _Toc85490461]7.3.8	Post-conditions
The AI-enabled IoT platform has data set for continuous training of the delivery AI/ML model. 
[bookmark: _Toc85490462]7.3.9	High Level Illustration

[image: ]
Figure 7.3.9-1 Conceptual diagram of the last mile delivery
[bookmark: _Toc85490463]7.3.10	Potential Requirements
1) The oneM2M System shall be able to manage structured and unstructured data for training, for example, preprocessing data, describing data and inferring meaning. 
2) The oneM2M System shall be able to update trained AI/ML model according to continuous measuring data e.g., location, time series and historical data. 
3) The oneM2M System shall be able to provide a classification function (e.g., split data into two parts, training and validating) in supervised Machine Learning. 
[bookmark: _Toc85490464]7.4	Use case #3 – Smart Virtual Store using Metaverse 
Editor’s Note: The section introduces a AI/ML use case that uses IoT data. 
[bookmark: _Toc85490465]7.4.1	Description
The word "Metaverse" is made up of the prefix "meta" (meaning beyond) and the stem "verse" (a back-formation from "universe"); the term is typically used to describe the concept of a future iteration of the internet, made up of persistent, shared, 3D virtual spaces linked into a perceived virtual universe.[i.4] The metaverse in a broader concept refer to realize virtual worlds using IoT, AI and Augmented Reality(AR)/Virtual Reality(VR) [i.5]. 
A metaverse-based online store where stores in the real world are created as digital twins in the metaverse virtual space, and users visit a virtual store in the metaverse space to purchase preferred products. For real-time synchronization between the real-world and the virtual stores in the metaverse, various smart sensors are used to sense real-world products intelligently. The edge node at the real world store loads a trained AI/ML model and infers products' information. The retrieved product data is then transferred to the IoT platform for real-time synchronization. 
A user can now purchase products from a virtual store in the meteaverse. The purchase info in the metaverse is notified to the administrator and the purchased product is delivered to the user. 
[bookmark: _Toc85490466]7.4.2	Source
Metaverse is coming and it’s a very big deal [i.5]
[bookmark: _Toc85490467]7.4.3	Actors
· User: a user who shops products in the metaverse virtual store.
· Edge node: an IoT edge node perform machine learning model to retrieve shopping information from sensors deployed in the real world store. 
· AI-enabled IoT platform: An IoT platform synchronizes data between the real-world and virtual stores. 
[bookmark: _Toc85490468]7.4.4	Pre-conditions
· The IoT edge node is loaded with a AI/ML model to detect products from the real world.
[bookmark: _Toc85490469]7.4.5	Triggers
· Users do virtual shopping in the metaverse virtual store and purchase preferred products. 
[bookmark: _Toc85490470]7.4.6	Normal Flow
Figure 7.4.6-1 illusrates the high-level flows of the metaverse virtual store use case, which consists of the following steps:
· Step 1: The Edge node collects data from sensors in the real world store. 
· Step 2: The Edge node infers product information from the collected data. 
· Step 3: The Edge node send inferred product data to the IoT platform. 
· Step 4: The virtual store application in the metaverse retrieves information from the IoT platform about the products in the real world. 
· Step 5: A user picks up products from the virtual store. The purchased information is sent to the IoT platform. 
· Step 6: An admin application gets a notification for the purchase, and delivers real products to the user.
[bookmark: _Toc85490471]7.4.7	Alternative Flow
None
[bookmark: _Toc85490472]7.4.8	Post-conditions
The AI-enabled IoT platform synchronizes product data in the real world and virtual stores. 
[bookmark: _Toc85490473]7.4.9	High Level Illustration
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Figure 7.4.9-1 Conceptual diagram of metaverse virtual store
[bookmark: _Toc85490474]7.4.10	Potential Requirements
1) The oneM2M System shall be able to synchronize between real and virtual world devices. 
2) The oneM2M System shall enable Edge/Fog Nodes to run AI/ML models to retrieve information from the real world. 

[bookmark: _Toc85490475]7.5	Use case #n 
Editor’s Note: The section introduces a AI/ML use case that uses IoT data. 

[bookmark: _Toc85490476]8	Requirement Analysis of the Current oneM2M System to Support AI/ML
Editor’s Note: The section provides key issues of the current oneM2M system to enable AI/ML features. 

[bookmark: _Toc85490477]8.1	Key Issue 1
Editor’s Note: This section describes a.key issue that the oneM2M system does not provide. 


[bookmark: _Toc85490478]8.2	Key Issue n





[bookmark: _Toc85490479]9	Conclusions
Editor’s Note: This section provides a summary of the conclusions drawn during the study.
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